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MEASURING THE VALUE RELEVANCE OF STOCK RETURNS,
EARNINGS, AND CASH FLOWS USING THE GIBBS SAMPLER

CHUNG-KI MIN* +HO-YOUNG HWANG** - YOUNG-SUK YANG**

In this paper we develop a new approach for assessing the value relevance of
accounting and financial variables. Since changes in firm value are unobservable,
previous research in accounting and finance assessed the value relevance of
accounting and financial variables, such as earnings and cash flows, using stock
prices or returns as a value benchmark, However, a growing body of empirical
evidence has shown that stock returns might not be an efficient summary of all
value-relevant information. In this paper, we formulate a probability model that
incorporates unobservable changes in firm value. After estimating the value
changes using the Gibbs sampler, we measure the extent to which alternative
value proxies are related to the estimates. Our results show that stock return is
not an efficient measure of firm value or its change, although it is more
value-relevant than accounting-based value measures, i.e., accounting earnings
and cash flows. We further show that accounting earnings are a better measure
of firm value or its change than cash flows, a finding consistent with previous
research.
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1. INTRODUCTION

A central issue in accounting and finance is to evaluate the value relevance
of alternative proxies for firm value. Since firm value or its change is unobserv-
able, previous research typically assesses the value relevance of alternative pr-
oxies, such as earnings and cash flows, using stock prices or stock returns as a
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value benchmark (e.g., Dechow 1994). An important assumption underlying this
approach is that stock prices or returns fully reflect all value-relevant information
without delay, However, a growing body of empirical evidence has shown that
stock prices or retuns may not be an efficient summary of all value-relevant
information (DeBondt and Thaler 1985; Bernard and Thomas 1989; Lakonishok,
Shleifer and Vishny 1994; Ferri and Min 1996; Sloan 1996; and Bernard,
Thomas and Wahlen 1997).

In this paper, we develop a new approach for assessing the value relevance
of accounting and financial variables. The approach is based on an intuitive ass-
umption that unanticipated changes in altemnative proxies for firm value are
serially uncorrelated (Samuelson 1965; Dichev 1997). Since alternative value pro-
xies (e.g., stock returns, eamings, and cash flows) purport to measure the same
underlying economic value or its changes, there should exist a value-relevant,
common factor that triggers observed, unanticipated changes in alternative value
proxies.

In particular, this paper has two objectives: First, we develop a formal pro-
bability model that allows us to estimate unobservable changes in firm value
that are common to different value proxies. Unobservable changes in firm value
are incorporated into the probability model, and are estimated using the pro-
cedure called the Gibbs sampler. By directly estimating unobserved changes in
firm value without reference to a (potentially inefficient) value benchmark, our
model provides empirical researchers with a concrete framework within which the
value relevance of alternative proxies for firm value could be better assessed and
compared. Second, we use our probability model to empirically assess the extent
to which three commonly used proxies for firm value—stock returns, accounting
earnings, and cash flows—capture our estimates of unobserved firm value. Put
differently, we evaluate the value relevance of alternative value proxies by refer-
ence to their association with our value estimates, not a traditional value ben-
chmark such as stock prices or stock returns.

Our results show that stock return is not an efficient measure of firm value
or its change, albeit more value relevant than accounting-based value measures,
ie., accounting earnings and cash flows. We further show that accounting eamn-
ings are a better measure of firm value or its change than cash flows, a finding
consistent with previous research (e.g., DeChow 1994; and Dichev 1997).

The rest of the paper is structured as follows. Section 2 formulates a model
and explains the estimation method called the Gibbs sampler. Sample description
and variable definitions are included in section 3. Section 4 presents the empi-
rical results. Finally, section 5 concludes the paper.
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2. MODEL AND ESTIMATION METHOD

2.1 Model

This study aims to evalvate the value relevance of three alternative proxies
for firn performance, namely stock returns, earnings and cash flows. To do so,
we formulate the following models in a framework of rational expectations
hypotheses:

Rit_E(Rit | Ii.t—l)zf(d V;';)'*“ur“
Xit—E(R; | I, - )=g(4V; )+ u*, )
Cir—E(R; | I, =) =h(4V; )+ u

where, for each firm ; and in each period ¢ R, X, and C denote stock
return on common share, accounting earnings, and cash flows, respectively; 7
denotes the information set available in each period; 4V represents unobserved
changes in firm value; and u denotes random factors. It is assumed that, given
the information set 7;, ,, unanticipated changes in R;, X;, and C;, (e,
expressions in the LHS of the above equation) should be, by its nature, random
in each period, and thus, that they are serially uncorrelated. We posit that these
unanticipated changes can be decomposed into two components: (1) the valu-
e-relevant, common component that simultaneously triggers unanticipated changes
in observed value proxies (4V;,); and (2) the value-irrelevant component that
is idiosyncratic to each value proxy (u;,). The value-relevant, common compo-
nent, 4V,, is not observable, and it is defined in such a way that the
comovements of observed value proxies arise solely from movements in 4V,
This unobserved value change thus accounts for contemporaneous correlations
among the unexpected changes in R,, X;, and C;. In contrast, each
idiosyncratic component is uncorrelated with the other idiosyncratic components
and with the value-relevant, common component (4V,,) at all leads and lags,

The model is a variant of the dynamic factor models considered by Geweke
(1977) and Engle and Watson (1981). And the unobservable value change,
4V;, in the model is similar in spirit to the coincident index, an estimate of
“the state of the economy,” in Stock and Watson (1989, 1991).

As mentioned earlier, the common value change, 4V;, is defined as the
common factor which triggers the unexpected changes in all of R;, X;, and
C;, given the information set 7;,_,. Then it represents not only current value
changes, but also, if any, the lagged value changes that have not yet been
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reflected in [;,_,. Since we are interested in assessing which of R, X and C
contains most information about value changes that have not been captured by
the three variables in previous periods, we include only their lagged variables
{R;4~1,X;s~1,Cis;~y} in the information set 7;,_,. Variables of lag orders
higher than one did not add significant information to the information set 7;,_,.
To operationalize model (1), we assume that a linear projection of each variable
on [, can sufficiently account for the value changes reflected in the

information set I;,.,. Then model (1) can be re-expressed as below:

Rii=8rwtBaRit-1 +BnXiic1 +B4aCir1 + By AVitu
Xit=Buwt+BaRit1+82Xi1-1 +BaCi-1+ By AVitu™ (2)
Citr=PBeootBaCir-1+tBaXi1+BsCir1+B8a AVt uty,

where *;, follows a normal distribution N(0,0,°), and is serially and
mutually independent for k= r,x, and c.

Model (2) states that observed R,X, and C are a function of their lagged
variables which capture information about firm value that have already been
reflected in previous periods, unobservable value changes that simultaneously
trigger changes in R, X, and C in the current period, and value-irrelevant,
idiosyncratic random factors. For an identification of the scale of 4V,, a res-
triction of B, + 8,4+ B4 =1 is imposed. This is only for normalization with
no substantive implication.

2.2  Extimation Method

Model (2) cannot be estimated by the methods developed for multiple regres-
sion models because the value change variable 4 V;, is not observed. However,
if data on 4 V;, can be generated by a simulation method, the model is just a
set of regressions and the posterior conditional (on 4 V;,) density functions for
B's and o's are well defined in the Bayesian framework. Therefore, its para-
meters A's and o¢'s can be estimated. This strategy of augmenting data was
introduced in Tanner and Wong (1987).

It is shown in the appendix that the unobserved value change 4 V,, follows
a normal distribution, conditional on values of #'s and ¢'s generated from their
posterior conditional density functions. Thus, the posterior conditional density
function for 4V;, is well defined and can be used for generating data on
AV

Once the conditional density functions for the parameters ( &'s and ¢'s) and
the unobserved variable (4 V;,) are derived, the marginal density functions for
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B's, o's and 4V, can be estimated using the Gibbs sampler. The Gibbs sam-
pler is a Markov chain Monte Carlo method that enables us to estimate mar-
ginal density functions using sampled draws from conditional density functions.
This method is well discussed in Casella and George (1992) and Gelfand and
Smith (1990), among others. Further, the applications of the Markov chain Mo-
nte Carlo method to various problems are found in Chiang et al. (1999), Chib
(1996), McCulloch and Rossi (1994), Min (1998), Nakatsuma (2000), and the re-
ferences cited therein.

The idea behind the Gibbs sampler is to construct a Markov chain of condit-
ional density functions. Let 6, ={g's o's} and @, ={4V;, for all ; and ¢}
be two random vectors. Suppose their conditional density functions are known
and denoted by p(6,186,) and p(6, | 8,), respectively. Given an arbitrary
starting value 6%, draw 6" from (8,1 6{”) and 6 from p(8, | 65V).
Then repeat the drawing using 6 as a new starting value. After K such
iterations, we arrive at (6{*, 0;°). Geman and Geman (1984) show that under
regularity conditions, the marginal distributions of (8%, #{¥) converge to the
marginal distributions of 6, and 4, ie, as K—oo, 8 —g,~p(8,) for i=1.2.

After a bumn-in period of K iterations, the Gibbs sampler is iterated add-
itional M times. Then the mean of the marginal distribution of #,, which is
used as a point estimate of 6, is estimated by ¥ 0%*?/a or by
S E(6,164¥7 )/ M using conditional expectations. And the marginal distribut-
ion of @, is approximated by the empirical distribution of (§K*D, ... g{K*+My
or by I, 56,165 ?)/M using the information about conditional distributions.

Concemning the convergence issue, we follow a practical suggestion made in
McCulloch and Rossi (1994), and plot the estimates of posterior densities over
Gibbs iterations. If these estimated posterior densities show little variation with
additional Gibbs iterations, we may conclude that the Gibbs sampler has con-
verged to the posterior densities. We also conduct an analysis of the sensitivity
of estimated posterior distributions to various, widely dispersed starting values,
e.g., 6s°. Theoretical discussions on the convergence issue can be found in
Geweke (1992), McCulloch and Rossi (1994), Tierney (1994) and Zellner and
Min (1995).

We now derive two posterior conditional density functions, p(8's,0's| 4 V;,,
observed data) and p(4V,,| B's,0's, observed data), to implement Gibbs sampl-
ing.! First, the posterior conditional density function for g's and o's can be
easily obtained since model (2) becomes a set of multiple regression models
when data on 4 V,, are given. Further, the disturbance terms 2", #* and «°

' When we derive conditional density functions, we also use observed data on R, X,, and
C;, and therefore call them posterior conditional density functions.
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are mutually independent and thus, each regression equation can be estimated

separately.
For expository simplicty, we define the following notations;?

Ry =(Nx1) column vector of R;, for all ; and ¢

Rr_;=(Nx1) column vector of R, ,, for all ; and ¢
X1 =(Nx1) column vector of X,,,., for all 7 and ¢
Cr-, =(Nx1) column vector of C;,,.; for all ;7 and ¢,
A4V7r=(Nx1) column vector of 4V, for all ; and ¢
1 =(Nx]) column vector of 1's,

0 = (Nx}) column vector of O’s,

% =(Nx1) column vector of «”,, for all ; and ¢
B, =(4x1) column vector of (B,, B Br Ba)s
N

=total number of observations.

Using the above matrix notations, we express the regression equation for R, in
(2) for all the observations as follows:

Rr=2Z8,+BudVrt+u, (3)

where Z=(1 Rr-; Xr-y Cr-y) and " ~N(0,0,°I,). Tt is well known that
the posterior density function for (g,,o,), conditional on 4, and 4V, is in
the form of the product of normal densities and an inverted gamma (IG)
density function (Judge et al. 1985, pp. 103-104).

ﬁ(@_{y arl Bﬂh 4 Z.T"E_T’ B_T—I'XT‘I ’ QJ“I)NN[EN Grz(Z'Z)_l]XIG(V- 3\72) (4)

where B,=(Z'2)7'Z'(Rr — B4 Vr),v=N-5v"=(8,— B)YZ'ZB, - B)
and JG deenotes an inverted-gamma density function with parameters » and

ol

Similarly, the posterior density functions for ( B, o) and ( Bes o.) conditional
on (By,Bu4,d4Vy) are

2By, 01 B, AV 1. X7 Rro1, X171, Cr-1))~NI§,, 0. (2° 27 1xIG(v, 5,%)  (5)
28,0 By, AV, X7 . Rr-1.Xr-1.Cr-1)~NLB,, 0.2(Z°2) ' 1% IG(v, 5.?)  (6)

? Underlines are used to denote column vectors.
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where , B, =(Z'2) 7' Z( X1~ Bud V1), ve," = (8 — B.)' Z'Z(B, — B,)

B.=(Z'2)'Z(Cr—BudVy), and va,*=(8.— B.)'Z' Z(B,— B.)

The conditional posterior density functions for (8, 84,R4) will first be
derived without the normalizing condition imposed. After drawing (g%, 8%, 84)
from the derived density functions, we will normalize the drawn values by
dividing them by g% + 8w + 8% . The conditional posterior density function for

B given (B,,0,, 4Vy), can be derived from equation (3).
B | Br0, AVE)~NI(4V 14Vy) AV (Rr—28,),8(aVr 4V (7)

Similarly, the conditional posterior density functions for g% and gl are as
follows.

B | Bx,0x, AVE)~N(4V7 aV) ' AV X ~28),0:(aVraVy) ™' (8)
B | Ber0e, AVE)~NU(AVr ' 4Vy) AV (Cr—2ZB8). (4 Ve aV) '] (9)

Next, the conditional posterior density function for 4V, given (8,,0,,8,,
0y, B:,0.) and the normalizing restriction of B, + 8, + 84 =1, is a normal

distribution, as shown in the appendix.

p(d Y_T I _:_B_r’ araéxgx'_@c‘f O'CrET:_)_{Ts QT)NN(LI_A Ve 04 V2 IN)n (10)

where p,, =(Rr +Xr+Cr)—(By + B +B0) 1= (By+ 8 +B4) Rroy
—(Bp+B2+B2) Xroy—(Bs +Bs+8Bs) Cr-y, and
7y, =0+, + 0%

The posterior conditional density functions (4)-(10) complete a Markov chain
for Gibbs sampling. Therefore, the Gibbs sampling can be implemented as
follows:

1. Initialize By, 0y, By, 0, Be and ¢..

2. Sample 4V, using (10).

3. Sample (B,,0,, B, 0., B.0.) using (4), (5) and (6), respectively.

4. (i) Sample (8%, A%, A8%) using (7), (8), and (9), respectively.

(i) Obtain (8,4, Bu,B4) by imposing the normalizing condition: ie.,
Ba = B4 /(B4 + B4 +84), for i=rxc
5. Repeat steps 2, 3 and 4.



380 THE KOREAN ECONOMIC REVIEW Volume 18, Number 2, Winter 2002
3. SAMPLE DESCRIPTION AND VARIABLE DEFINITIONS

3.1 Somple

The sample consists of all firm-year observations for which necessary data are
available on the Center for Research in Security Prices (CRSP) 1997 and the
Compustat 1997 databases. Financial institutions (SIC 6000 to 6999) are excluded
since the data required to compute total accruals are not available. Firms are
required to have a December 31 fiscal year-end. Because model (2) contains
lagged variables, the sample is restricted to those firms that have at least two
consecutive years of data on all necessary variables. There are 28,447 firm-year
observations available from 1979 to 1996. Observations whose stock returns,
earnings, or cash flows lie outside 0.05% or 99.5% of their respective
distributions are deleted to avoid undue influence of extreme observations. This
reduces the final sample to 26,606 firm-year observations, with a loss of 1,841
observations (6.47% of the original sample).

3.2 Variable Definitions

Annual stock returns (R) are measured as compounded monthly stock returns
for a twelve-month period ending the end of the fiscal year of the firm.
Earnings (X) are defined as earnings before extraordinary items and discontinued
operations (Compustat item number 18). Accruals are computed as follows:3

Accruals = ( 4CA - ACash) - (ACL - A4STD) - Dep,

where ACA = change in current assets (Compustat item number 4),

ACash = change in cash/cash equivalents (Compustat item number 1),

ACL = change in current liabilities (Compustat item number 5),

ASTD = change in debt included in current liabilities (Compustat item
number 34),

Dep = depreciation and amortization expenses (Compustat item number
14).

Cash flows (C) are measured as the difference between earnings (X) and
accruals. Earnings, accruals, and cash flows are all deflated by total assets at the
beginning of the period.

® The cash flows have been reported in the statement of cash flows since 1987 by SFAS No
95. Since the time period examined in this paper is from 1979 to 1996, the accrual component
is
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3.3 Descriptive Statistics

Table 1 presents descriptive statistics about the variables used in the analysis.
Stock returns have a mean of 0.143 while their median is 0.085, indicating that
the distribution is skewed to the right. With a relatively large standard deviation
of 0.499, only 59.4% of the observations have positive stock returns. In contrast,
earnings and cash flows have tighter distributions than stock returns, their
standard deviations being 0.109 and 0.119, respectively. And more than 75% of
the observations have positive earnings and cash flows. Accruals are negative on
average, with a mean of -0.040 and a median of -0.042. Only 24.5% of the
observations have positive accruals.

[Table 1] Descriptive Statistics of the Variables

Variable Mean i:i, Median qug;re ;Zﬁiel; % positive
All observations ( n=26,606 from 1979 to 1996)
Stock returns (r) 0143 0499  0.085 0.348 -0.085 59.4
Earnings (x) 0024 0.109  0.042 0.080 0.001 75.6
Cash flows (C) 0064 0119 0079 0.131 0.017 79.1
Accruals -0.040 00838  -0.042 -0.001 -0.084 24.5

4. EMPIRICAL RESULTS

The discussion of the empirical results is divided into two sections. Section
4.1 provides the results of the model estimation. Section 4.2 examines the value
relevance of stock returns, eamnings and cash flows using the estimates of
changes in firm value obtained from Section 4.1.

4.1 Model Estimation

The Gibbs sampling has been repeated for 2,000 times using the posterior
conditional density functions (4) - (10). As discussed in Section 2.2, we run the
first 1000-time iterations to make sure that the Gibbs sampler has converged
while we use the data drawn at the 1,001st through 2,000th iterations to
produce the estimates in Tables 2, 3 and 4. The data drawn from the Gibbs
iterations satisfy the convergence criteria described in Section 2.2.

Estimates of model (2) are reported in Table 2. As expected, lagged stock
returns (R, ,.,) are useful in explaining the variations of earnings (X;,), with
a significant coefficient estimate of 0.017. The earnings variable has a significant
coefficient for its own lagged variable, its estimate being 0.571 with a standard

calculated using information from the balance sheet and income statement.
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error of 0.006. A significant autocorrelation of earnings is also reported by
Dichev (1997) and Sloan (1996). For cash flows, an estimate of its own lagged
variable is 0.262 and its standard error is 0.007, indicating that cash flows are
highly autocorrelated. With respect to the value changes variable, 4V,, eam-

ings and cash flows have significant coefficient estimates of 0.079 and 0.076,
respectively, implying that they reflect changes in firm value.

[Table 2] Estimates of the Coefficients in Model (2) Using 1,000 Values
Drawn by Gibbs Sampling

Rit=BuwtBaRii1+BeXito1 +BsCi +Bud Vit u
Xit=BwtBaRit-1+8aXit1 +B3Ci-1+B4dVi+u ()
Cir=Bot+BaRi-1tBaXit1 +BsCit-1+BudVituyy

Dependent variable

Indc\:}ze;ﬁr;t Stock Returns (R;,) Earnings (X ,) Cash Flow (C;))
estimate s.e. Estimate s.e. estimate s.e.

Intercept 0.120 0.005 -0.002 0.001 0.038 0.001
Rt -0.017 0.011 0.017 0.001 -0.002 0.001
Xivt-1 0.019 0.069 057 0.006 0315 0.008
Civi-1 0.386 0.063 0.098 0.005 0.262 0.007
4V 0.845 0.002 0.079 0.001 0.076 0.001

4.2 The Relative Value Relevance of Stock Returns, Earnings and Cash Flows

The evidence reported in the previous section indicates that all three proxies
for firm value examined in this paper are value relevant. The next stage of the
analysis is which of the value proxies reflects most closely our estimates of
unobserved changes in firm value. Since changes in firm value are not obser-
vable in nature, previous studies have adopted indirect approaches to evaluate
value relevance of alternative value measures. Dechow (1994) uses stock returns
as a proxy for value changes and evaluates the value relevance of earnings and
cash flows based on their associations with stock returns. Dichev (1997) uses
the unpredictability of changes in value measures as a benchmark for value rele-
vance, noting that a good measure of firm value should change only in response
to new information.

In contrast, the probability model developed in this paper allows us to
estimate directly unobserved value changes, 4V,,, so that the value relevance

of alternative value proxies such as stock returns, earnings and cash flows can
be evaluated directly by reference to their associations with estimates of 4V,
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The advantage of this approach is that the adoption of an imperfect value
benchmark, such as stock returns, is no longer needed in evaluating the value
relevance of alternative value measures.

To assess the value relevance of three alternative firm performance measures,
R’ of the following regression are calculated and compared for stock returns,
earnings and cash flows using generated data on 4 V;, This is similar to the
approach adopted by Dechow (1994). An important difference is that the depe-
ndent variable in the regressions here is our estimates of unobserved changes in
firm value, 4V, not a stock returns variable. For A=R;,, X;,,Cip

AVi=r+rnA+ta, (11

[Table 3] Estimates of Coefficients and R* When Regressing Value Changes
(4V;,) on Stock Returns, Eamings and Cash Flows, Using 1,000

Values Drawn by Gibbs Sampling

Independent variable
Stock Returns (R;,) Eamings (X;,) Cash Flows (C;,)
estimate se.  estimate  se.  estimate s.€.
70 -0.154 0.005 -0.051 0005 -0.110 0.005
71 1.079 0.004 2,104 0038 1718  0.029
B 0659 0.004 0120 0.004 0095 0.003 100 100

%R REY %(RYYRL)!

The estimated regression is 4V, =y +»nA+n, where A=R,, X, C;

* Percentage of the iterations at which R% is greater than R%, where R%L(R%) is the R
when regressing 4V, on R;(X;,).

® Percentage of the iterations at which R% is greater than R%, where RL(R%) is the R?
when regressing 4V, on X,,(C; ).

Table 3 reports the results of the three simple regressions. Table 3 shows that
stock returns have a mean R? of 0.659, much smaller than 1, indicating that
the stock returns variable is not an efficient measure of value changes. The
mean R? of earnings (0.120) is smaller than that of stock returns, but larger
than that of cash flows (0.095). To check the significance of the differences,
their R’s were compared at each iteration of the Gibbs sampling. For all
(100%) of the total iterations, the R? of stock returns was larger than the one
of earnings, and the R* of eamings was larger than the one of cash flows.
Therefore, it is concluded that stock returns are more value relevant than
earnings and cash flows, and that earnings are a better measure of changes in
firm value than cash flows.

To understand the importance of accruals, the observations are grouped into
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quintiles based on the absolute value of accruals. The estimation results in Table
4 confirm that the value relevance of earnings vis-a-vis cash flows increases as
the absolute value of accruals grows. In quintile 1, where the absolute value of
accruals is small, the R® on eamings is 0.097 and the R* of cash flows is
also 0.097. However, when the absolute value of accruals grows (in quintile §),
earnings have a R? of 0.159, while cash flows have a R* of 0.104. In quintile
1, only 22.7% of the total iterations had a larger R* for earnings than cash
flows. In contrast, for the other quintiles the percentage is 100%, suggesting that
accruals make earnings better measures of firm value than cash flows. This find-
ing is consistent with the results of previous research that accruals improve the
value relevance of earnings by mitigating the timing and matching problems
inherent in the measurement of cash flows.

[Table 4] Estimates of R° When Regressing Value Changes (4 V;,) on Stock Returns,
Earnings and Cash Flows for Each Quintile, Using 1,000 Values
Drawn by Gibbs Sampling

Independent variable

uintile® R Earni Cash Fl o
Q Stock Retuns  Eamnings B TOWS (RO R %Ry RR)E

(R: ) (X ) (Cip)
1 0.714 0.097 0.097 100 22.7
2 0.697 0.095 0.091 100 100
3 0.700 0.119 0.103 100 100
4 0.667 0.122 0.104 100 100
5 0.612 0.159 0.104 100 100

The estimated regression is 4V, =y +nA+g, where A=R;, X, C;
* Quintiles are formed according to the absolute value of accruals. Quintile 1 contains
firm-observations with the smallest absolute values of accruals, while quintile 5 contains
firm-observations with the largest absolute values of accruals.
® Percentage of the iterations at which R% is greater than R%, where R%(R%) is the R?

when regressing 4V, on R,,(X;)).
¢ Percentage of the iterations at' which R% is greater than R%, where R%Y(R%) is the R

when regressing 4V, on X, ,(C;).

5. CONCLUSION

In this paper, we first develop a formal probability model that allows us to
directly estimate unobserved changes in firm value that are commonly reflected
in three alternative value measures, namely stock returns, earnings and cash fl-
ows. Unobserved changes in firm value are modeled as a common factor caus-
ing changes in alternative value measures, and are estimated using the procedure
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called the Gibbs sampler.

Second, we assess the value relevance of stock returns, earnings, and cash
flows against the estimates of changes in firm value obtained from the model.
Our results show that the stock returns are not an efficient measure of changes
in firm value, although stock returns are more value relevant than earnings and
cash flows. Our results also show that earnings are a better measure of firm
value or its change than cash flows, and that accounting accruals increase the
value relevance of earnings, a finding consistent with previous research (e.g,
DeChow 1994; and Dichev 1997).

The contribution of this paper is to provide a new approach for assessing the
value relevance of alternative measures of firm performance. The approach taken
in this paper differs significantly from that adopted in previous research. Most
previous studies use stock market prices or stock returns as a value benchmark
against which value relevance of altemnative value measures, such as earnings
and cash flows, is evaluated. The usefulness of this traditional approach is
limited when the market is not informationally efficient and when market prices
of equity shares are unavailable (as is the case for unlisted firms), Unlike the
traditional approach, the new approach allows researchers to directly estimate
unobserved changes in firm value, enabling the assessment of the value relev-
ance of accounting and financial variables without reference to an inefficient
value benchmark. This renders a value relevance analysis possible even when
stock returns or prices are not readily available.
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APPENDIX

In this appendix we explain that the posterior conditional density function for
4V is a normal distribution. Adding the three regression equations in (2) and

imposing a normalizing restriction of g, + 8,4+ 84 =1, we obtain the follow-
ing expression which does mnot include £,,f8,, and A,

AVr=(Rr+Xr+Cr)—Bu+Bo +84) 1-(By+Ba +Ba) Rr-y
—(Bp+Be+Bs2) Xr—1-(Bs+Bas+Bs) Cr (12)
- (Er +y_x +}£C)
where the notations defined in the text are used. Given values of Br.0,, By, Ox,
B. and g, the only random variables in (12) are ", 2" and z° whose distri-
butions are multivariate normal with mean 0. Since #”,z* and z° are mutua-
lly independent and their covariance matrices are o%Iy, 0>ly and o*Iy, respecti

vely, the posterior conditional density function for 4V, given values of (3,,
0y, Be, 0x Bc,0c), is the following normal distribution:

p(d_‘{r L_Br: o.rr._B_x’ ax,ﬁ_c’dcygT’:)gTr_C_‘T)wN(E_Ayv0211 Vv IN) (13)

where
bav=(Rr+Xr+Cr)—Bp+B8o+Ba) 1—(Ba+Ba+Ba) Rry

~(Bpt+Bet+Ba) Xroy—(Bs+Bs+Bs) Cr-y, and
& v=0+d +



CHUNG-KI MIN - HO-YOUNG HWANG - YOUNG-SUK YANG: MEASURING THE VALUE 387

REFERENCES

Bernard, V.L. and J. Thomas (1989), “Post-earnings announcement drift: Delayed
price response or risk premium,” Journal of Accounting Research, 27
(Supplement), 1-36.

Bemard, V.L., J. Thomas and J. Whalen (1997), “Accounting-based stock price
anomalies:  Separating market inefficiency from risk,” Contemporary
Accounting Research 14 (2), 89-135.

Casella, G. and E.I. George (1992), “Explaining the Gibbs Sampler,” American
Statistician, 46, 167-174.

Chiang, J.S. Chib and C. Narasimhan (1999), “Markov Chain Monte Carlo and
Models of Consideration Set and Parameter Heterogeneity,” Journal of
Econometrics, 89, 223-248.

Chib, S. (1996), “Markov Chain Monte Carlo Simulation Methods in
Econometrics,” Econometric Theory, 12, 409-431.

De Bondt, W. and R. Thaler (1985), “Does the Stock Market Overreact?”
Journal of Finance, 40(3): 793-805.

Dechow, PM. (1994), “Accounting Earnings and Cash Flows as Measures of
Firm Performance: The Role of Accounting Accruals,” Journal of Accounting
and Economics, 18, 3-42.

Dichev, 1. (1997), “Measuring Value Relevance in Earnings Without Reference to
Market Prices,” manuscript.

Engle, RF. and M.W. Watson (1981), “A One-Factor Multivariate Time Series
Model of Metropolitan Wage Rates,” Journal of the American Statistical
Association, 76, 774-781.

Ferri, M. and C. Min (1996), “Evidence that the Stock Market Overreacts and
Adjusts,” Journal of Portfolio Management, 22, 71-76.

Gelfand, AE. and AFM. Smith (1990), “Sampling-Based Approaches to
Calculating Marginal Densities,” Journal of the American Statistical
Association, 85, 398-409,

Geman, S. and D. Geman (1984), “Stochastic Relaxation, Gibbs Distributions and
the Bayesian Restoration of Images,” IEEE Transactions on Pattern Analysis
and Machine Intelligence, 6, 721-741,

Geweke, 1. (1977), “The Dynamic Factor Analysis of Economic Time Series,” in
D.J. Aigner and A.S. Goldberger eds., Latent Variables in Socio-Economic
Models, Amsterdam: North Holland Publishing, Ch. 19.

Geweke, J. (1992), “Evaluating the Accuracy of Sampling-Based Approaches to
the Calculation of Posterior Moments,” in J.M. Bernardo, ].O. Berger, A.P.
Dawid and AFM. Smith, eds., Bayesian Statistics 4, Oxford: University
Press, 169-188.

Judge, G.G., W.E. Griffiths, R.C. Hill, H. Lutkepohl and T.C. Lee (1985), The
Theory and Practive of Econometrics, ™ ed, New York: John Wiley and



388 THE KOREAN ECONOMIC REVIEW Volume 18, Number 2, Winter 2002

Sons, Inc.

Lakonishok, J.,, A. Shleifer and R. Vishny (1994), “Contrarian Investment,
Extrapolation, and Risk,” Journal of Finance, 49, 1541-1578.

McCulloch, R.E. and P.E. Rossi (1994), “An Exact Likelihood Analysis of the
Multinomial Probit Model,” Journal of Econometrics, 64, 207-240.

Min, C. (1998), “A Gibbs Sampling Approach to Estimation and Prediction of
Time-Varying-Parameter Models,” Computational Statistics and Data Analysis,
27, 171-194,

Nakatsuma, T. (2000), “Bayesian Analysis of ARMA-GARCH Models: A Markov
Chain Sampling Approach,” Journal of Econometrics, 95, 57-69.

Samuelson, P. (1965), “Proof that Properly Anticipated Prices Fluctuate
Randomly,” Industrial Management Review, 6, 41-49.

Sloan, R.G. (1996), “Do Stock Prices Fully Reflect Information in Accruals and
Cash Flows About Future Eamings?”, The Accounting Review, 71, 289-315.

Stock, JH. and M.W. Watson (1989), “New Indexes of Coincident and Leading
Economic Indicators,” NBER Macroeconomics Annual, 351-394,

Stock, JH. and M.W, Watson (1991), “A Probability Model of the Coincident
Economic Indicators,” in K. Lahiri and G.H. Moore, ed., Leading Economic
Indicators: New Approaches and Forecasting Records, Cambridge University
Press, 63-89.

Tanner, M.A. and W.H. Wong (1987), “The Calculation of Posterior Distri-
butions by Data Augmentation,” Journal of the American Statistical Asso-
ciation, 82, 528-549.

Tiemey, L. (1994), “Markov Chains for Exploring Posterior Distributions,” (with
discussion), Annals of Statistics, 22, 1701-1762.

Zellner, A. and C. Min (1995), “Gibbs Sampler Convergence Criteria,” Journal
of the American Statistical Association, 90, 921-927.



