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{Abstract)

* Hamburger's (1977) money demand function outperformed other specifi-
cations in post-sample simulations. This paper attempts to {ind the
sources of his success through statistical comparison with Goldfeld (1976)
models. We found that restrictions embedded in his function are strongly
rejected in the estimation sample, but substantially improve foi‘ecasting
accuracy. A probable cause of this seemingly conflicting result is dis-
cussed. The role of Jong-term rate is not clear. A comparable or better
forecasting accuracy can be achieved with a moving average of short-term
rate or a time trend.

1. Introduction

In his extensive examination of the specification of demand for money
(M) Goldfeld (1976) attempted to find, without much success, “an
improved specification---capable of explaining the current shortfall in
money dcmand [Goldfeld (1976, p.725)]." His “conventional” money
demand function or its variations have failed to explain adequately the
post-1973 behavior of money demand in his simulation experiments. The
root-mean-square crror (RMSE) of forecasts in these experiments were
cxcessively large. Summarizing his results he concludes that some sort of
“shift in parameters has occured, and that this incrcase in instability of
money demand “should tilt policy in the direction of an intcrest-rate
policy [Goldfeld (1976, p.728)]1."

A challenge to this conclusion came from Hamburger (1977), who
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proposed a “more general money demand function.” He replaced the
short-term rate of interest with a long-term rate, and added the divid-
end-price ratio on common stocks as a proxy for the rate of rcturn on
equity. The functional form of his specification is the same as that of
Goldfeld nominal adjustment model, except for an additional restriction
of unitary long-run real income elasticity of demand for nominal money
stock. These modifications produced a remarkable improvement in the
RMSE of post-1972 simulation, though the in-sample fit was not as good
as the conventional equation. This improvemenvt has led him to conclude
that Goldfeld's : problem was “not so much to the instability in the
public’s asset preferences but rather to the restrictive specifications of
the functions employed ‘[Hamburger (1977, p.265)]." Hamburger seems
to ascribe his success to the use of the long-ferm rate instead of the
short-term rate and the use of the rate of return on equity as an
additional regressor.

Although Hamburger function may be considered “more general” in
using the rate of return on equity as an additional regressor, his funétion
imposes more restrictions on certain elasticities of money demand, Thus,
the term “more general” is rather misleading. A function, which is truely
more general in the sense that it includes both Goldfeld and IHamburger
functions as a subset, does not perform as well as thesc special functions
in its predictions. This suggests that the restrictions on elasticities
embedded in Hamburger function may be a more important source of his
success. !

This paper attempts to identify and analyze ;hc sources of the success
of Hamburger money demand {unction through statistical comparisons
with Goldfeld real and nominal adjustment models.

There are two basic differences between these money demand functions:
difference in the sets of interest rates usecll, and difference in functional

forms. These differences are discussed in section 2. It is shown there

1) Hafer and Hein (1979) also suggest that ITamburger's restriction of unitary
long-run income elasticity may be the source of the success of his function.
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that different functional forms impose different restrictions on the income
and pric.e level elasticities of demand for nominal money stock.

These restrictions are tested in section 3. An interesting result of these
tests is-that the elasticity restrictions of Hamburger function are strongly
rejected in the estimation sample period, while the restriction in Goldfeld
nominal adjustment model with the same set of interest rates is easily
accepted. Furthermore, with the same set of interest rates, Hamburger
function is a nested subsct of Goldfeld nominal adjustment modcl, and
the test rejects Hamburger function in favor of Goldfeld model.

Although Hamburger’s elasticity restrictions are statistically rejected in
the estimation sample period, these unacceptable restrictions substantially
improve forecasting accuracy. The magnitude of this improvement in
terms of the change in the RMSLE seems to be much larger than the
improvement due to the usce of the long-term rate. This is an interesting
example of the conflict, between conventional specification tests and the
mean square error criterion. A possible cause of this conflict is discussed
in section 4.

On the choice bc{WCcn the short-tcrm and the long-term rate of interest
the conventional test again favors the short-term rate. However, Hamb-
urger prefers the long-term rate obviously because it yields a smaller
RMSE of forecasts. It is certainly disputable to use the RMSE of forecasts
as the criterion of selecting regressors. If we adopt this criterion, both
the short and long-term rates should be excluded from the money demand
function because, as shown in section 5, a function without these rates
yields a smaller RMSE of forecasts. Section 5 also shows that, with a
proper adjustment for the distributed lag structure, the short-term rate
can generate a RMSE of forecasts which is comparable with or better

than that of Hamburger function. Section 6 summarizes the discussion.
2. Specification

A general specification of money demand function which includes as a
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‘subset Goldfeld real adjustment and nominal adjustment models and
Hamburger function can be written as ‘

log (M/P) = o+ pilog RCP + B,10gRTD + gslogRG L+ B log DPR
+Bslog Y+ fslog (M_./P_y) +B:log (P/P_Y) +u,  (2.1)
where M is the nominal money stock (M,), P the implicit GNP deflator,
Y real income (GNP), RCP the commercial paper rate, RTD the rate on
time deposits, RGL the yicld on long-term government bonds, and DPR
the divident-price ratio of common stocks. u is the first-order autoreg-
ressive error term. '

Certain restrictions on (2.1) yieild Goldfeld and Hamburger functions.
The restrictions we consider are short-run and long-run income elasticitics
(denoted by SRE, and LRE,, respectively) and price level elasticities
(denoted by SRE, and LRI, respectively) of démaﬁd for nominal money
stock. In (2.1), SRE,=p8:;, LRE,=8s/(1—8), - SRE,=1+8:;, and LRE,=1.
The only restriction in (2.1) is the unitary long-run price lcvel elasticity.

Goldfeld real adjustment model imposes on (2.1) the unitary SRE,
(e, pr=0): |

log (M/P) = o+ p1log RCP 4 B,1ogRTD + BslogRGL+ g log DPR
" +pBlogY+pelog (M_1/P_\) +u. (2.2)
Further restrictions on (2.2) for the choice of interest rates, i.c., fs==0
yield Goldfeld real adjustment equation.

Goldfeld nominal adjustment model imposes on (2. 1) restriction LRE,=

SRE,/SRE, (i.e., fotfr=0): *
log (M/P) =fo+ p1logRCP + B.logR'TD + g3logRGL 4 ,log DPR
+ pslog Y+ Bslog (M_,/P) +u. (2.3)
Further restrictions.fs=p,=0 yicld Goldfeld’s nominal adjustment equation.
Hamburger model imposes on (2.1) restrictions SRE,=SRE, (i.e., fs—p,
=1), and LRE,=1 (i.e..8s4Bs=21):
log (M/PY) =g+ plogRCP+ 8:logRTD + log RGL
+BlogDPR + gslog (M_;/PY) +u, (2.4)
A further restriction g,=0 yields llamburger function.

It is to be noted that Hamburger model (2.4) is a nested subset of
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Goldfeld nominal adjustment model (2.3). To make (2.3) more comparable
with (2.4) we may rewrite (2.3) as
log (M/PY) =po+ pilogRCP+ :1ogRTD+ pslogRGL
. +BlogDPR+ fs*log Y+ Bslog (M~ /PY) +u.  (2.3')
where ﬂs*;ﬁa’?ﬁs—l. '
For expositional convenience we will name the restrictions as {ollows:
Model Restrictions
H; : SRE,=1 (8:=0)
H, : LRE,=SRE,/SRE, (8s+8:=0)
s : SRE=SRE‘ and LRE=1 (fs—f:=1 and fs+ps=1)
Interest Rate Restriction

Ry p1=0, Ry Bs=0, Ry: =0

3. Tests of Restrictions

In this section we conduct conventional tests of restrictions discussed
in section 2, Equ_gtions (2.1) through (2.4) are estimated by Cochrane-
Orcutt iterative method? for the sample period [I/1955-N /1972, and the
results are presented as EQ. (3.1)-(3.4) in Table 1. The last column of
this table presents the root-mean-square error of dynamic post-sample
simulations for the period .[/1973-I¥/1977. The simulation errors are
computed following the procedure used in Hafer and Ilein (1979), who
kindly provided all data for this study.

We can test model restrictions H,, Il, and I7y from the unrestricted
equation (3.1) in Table 1. Goldfeld restriction 4, is strongly rejected and
his restriction I, is easily accepted with t-test value of 1.256. Hamburger
restrictions IIs have an F-test value of 2,691 with the marginal significance

"Tevel 14.7 percent.
We can also test restriction I against II, by testing f:*=0 in (2.3).

The t-test value of this hypothesis is —2.020, which is significant at 5

2) Admittedly, these estimates are not consistent and the usual asymptotic theory
does nat apply. But, this is not the issue of the paper.
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percent level. Thus, I1s is rejected in favor of II,. ,

The estimated equation (3.1) in Table 1 also shows that interest rate
restrictions R, and R, arc strongly rejected and restriction R is accepted.
The same result follows regardless of the presence of model restrictions
I, I, and H,. Thus, neither Goldfeld’s nor Hamburger’s restrictions of
interest elasticities are acceptable. As Hamburger emphasized the rate of
return on equity (DPR) carries a highly significant coefficient and hence
should be included as one of the regressors. On the other hand, there is
no apparent reason to prefer the long-term rate to the short-term rate
as in Hamburger equation. Ilamburger’s reason of using the long-term
rate was to avoid multicollincarity. But, the conventional test favors
using the short-term rate. Notice that the coefficicnt of the long-term
rate is extremely insignificant in all specificatidns (3.1)-(3.4). Exclusion
of RGL from these equations does not have any significant effect on the

estimates of coefficients, nor on the RMSE’s of the post-samplc simula-

tions.

Although the above test rcsult is in favor of RCP, it is interesting to
investigate the effect of excluding RCP as in Hamburger equation. The
regression results of (2.1)-(2.4) without RCP term are presented in Table
1 as cq. (3.5)-(3.8). There are no drastic changes in the estimates of
coefficients except for that of RGL, which now becomes relatively
significant. Ilowever, there is a significant change in the validity of
model restrictions. Goldfeld restriction i, is still strongly rejected with
t-test value of 3.445 and his restriction H, is easily accepted as Dbelore
with t-test value of 1.032. But, ITamburger restriction H, is now strongly
rejected with F-test value of 4.607 and marginal significance level of 1.4
percent. The test of restriction I7; against I7; now more strongly rejects
If; in favor of H, with t-test value of —2.976.

All these conventional tests indicate that Goldfeld nominal adjustment
model with DPR as an additional regressor is the best among the three
models we consider. This is true whether we include both RCP snd RGL,

or only one of them.
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Ilowever, if we use prediction accuracy measured by the RMSE as the
criterion to evaluate the models, llamburger model restriction I7, yiclds
the Dbest result regardless of the choice between RCP and RGL. The
performance of llamburger equation, eq. (3.8), is truely outstanding.
This has led him to claimithat his specification is better than other
models, and that the long-term leads to a more stable money demand
function than the short-term rate.

IHamburger’s claim is obviously in conflict with the conventional test
results. This conflict raises two questions about the success of Hamburger
equation (3.8). Even if we agree with his choice of interest rate RGL to
avoid possible multicollinearity, we have seen that his model restriction
Ify is strongly rejected, suggesting that eq. (3.5) or (3.7) should be used.
However, unacceptable restriction Hy reduces the RMSE by almost 10
points. This is rather a counter-intuitive result. Intuitively, we may
expect a smaller RMSE with a valid restriction.

Secondly, if we have to choose between RCP and RGL to avoid multi-
collinearity, why is RGL much more successful than RCP in prediction?
Judging from unrestricted equations exclusion of RCP reduces the RMSE
by about 5 points [from eq. (3.1) to eq. (3.5)], while exclusion of RGL
from eq. (3.1) does not have much effects.

In the following sections we suggest some explanations to the causes
of these unexpected results. But, it does not by any means imply that our
suggestions are the only or true causes. It is possible that the success of

Hamburger's equation comes from some other sources.

4. Effects of Restrictions

‘When parameters are stable over periods}, we may expect an improve-
ment in forecasting accuracy if the restrictions imposed in estimation of
parameters are valid, hecause the restricted estimates arce more eflicient.
But, what if we impose unacceptable or invalid restrictions in estimation

of parameters? To investigate the effect on forecasting accuracy of
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imposing restrictions in pararﬁeter cstimation, we will set up the problems
formally as follows. Suppose we have two subsamples for a linear
regression model

n=Xif+u,

Ye=Xoftus,
where X; and X, are matrices of observations on exogenous variables
with dimensions T\x K and T,x K, respectively. We assume that the error
terms » and »; have a common variance ¢ and zero covariances.’ We
wish to predict y, based on an estimate of g from the first subsample. We
consider a get of linear restrictions Rp=r, where R is a ¢x K matrix of
known constants with a full row rank, and r is a g-dimensional vector of
known constants. let § and J be, respectively, the constrained and
unconstrained estimates of g from the first subsample. The corresponding’
mean square errors of forecasts are denoted by MSE(8) and MSE(f). Our
purpose is to compare these mean square errors under various conditions.
We first consider

Proposition 1. A sufficient condition for E{MSE(f)]<E{MSE($)] is that
F<1/q, where F=(r—RB)’ [o*R(XyX)"'R']" (r—Rp) /a.

Proof. See Appendix i.

It is clear that, if restrictrons are strictly valid (RB=r), then the MSE
based on the constrained estimates is expected to be smaller than the
MSE based on the unconstrained estimates. If restrictions are not strictly
valid the value of F in Proposition 1 must be smaller than 1/9. Notice
that, if unknown parameters g and o? are replaced with their unconstained
estimates, I is simply the FF-test statistic for testing restrictions Rg=r.

Thus, we may expect a smaller MSE from the constrained estimates if

- 3) The money demand functions include a lagged dependent variable as a regressor
and the error termsare autocorrelated. Therefore, the model we consider in this
section is not exactly same as the situation of money demand function. The
following discussions may be extended for the case of a dynamic equation, but
the conditions we derive in the propositions below are hopelessly complicate in
that case and do not offer much intuitive guidance. The following discussion
and propositions, therefore, should be taken as a suggestive guide rather than a
solid theory for the case of dynamic equation.
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the value of F-test statistic for RB=r is small. On the other hand, if

restrictions Rf=r are strongly rejected with a large F-test value, vwe

would not normally expect the same result.

Notice that the condition in Proposition 1 is only a sufficient condition.
Even if the condition is violated it is possible to have a smaller MSE (),
depending on the sample. The proposition does not imply that the rejected
Hamburger restriction Hy in (3.5) will not reduce the MSE. It simply
says that we do not normally expect it to happen on the average.

Is there a situation in which we might expect a smaller MSE by using
unacceptable restrictions? Our intuition Suggests that if restrictions are
valid in the forecasting period, restricted pai‘ameter estimates may produce
more accurate forecasts, because these restricted estimates will be closer
to the true parameter values in the forecasting period. So, consider again

n=Xip1+u,

Ye=Xofz 4 ts,
where g, is now not neccssarily cqual to g.. Suppose that Rp.=r, but
Rpi#r. In this situation we havé | ' '

Proposition 2. A sufficient condition for E{MSE(f,)]1< E{MSE(4,)] when
Rpi#r and Rpz=r is that fy=pi-+ (X' X)) 'R \[R(Xy'Xi)"'R’]"'Ry for some
real vector 7.

Proof. See Appendix 2,

It should be emphasized again that the condition in Proposition 2 is
only a sufficient condition. As the proof in Appendix 2 shows the
constrained MSE can be smaller than the unconstrained one even if the
condition is not satisfied.

It is rather difficult to comprehend the condition intuitively. The
condition implies R(/é;—ﬁd:]?r;. "Let us considcr a special case. Supposc
that the condition is satisfied for'n:ﬂz—ﬂl.’ Then, the condition becomes

Baz=pi+ (X' Xy) "' R/LR(Xy' X1) 'R'T7 (= Rp) =E(f1).
Therefore, MSE(f,) is expected to be smaller than MSB(4,) if constrained
estimate 8, is an unbisased estimate of g, although’it is a biased estimate

of . This confirms our intuition.
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Propositions 1 and 2 show us that invalid parametcr restrictions in
estimation tend to generate less accurate forecasts if paramcters are
stable, but they may generate more accurate forecasts if restrictions arc
valid in the forecasting period. As noted earlier Hamburger restriction
H, is rejected in (3.5), but improves forecasting accuracy significantly.
Proposition 2 offers an explanation of a possible cause of this success.
To check the relevance of Proposition 2 to the case of Ilamburger

restricition H, we tested? the following hypotheses:

Null Alternative Marginal
Hypothesis Hypothesis F-test Value Significance
(a) - Rps#r, Rpe=r Rpi#r, Rf#r 0. 308 0.74
)] Rpi=r, Rpe=r Rpri#r, Rp:#r 2. 240 0.07
(©) Rpi=r, Rp:=r Rpi#r, Rf:=r 4.254 o 0.02

These tests are not independent of each other and therefore do not provide
independent information. But, the basic hypothesis posited in Proposition
2 appears to be reasonably acceptable.

1t is shown earligr that the condition in Proposition 2 is satisfied if
E(f1)=p,, which implies that E(f,)#8: when Rp.#r. Intuitively, the
condition will be satisfied if §, is better estimate of the truc value of £
than J; is. This may be checked out by comparing (3i—8.)" (5,—B.) with
(Bi—B2)’ (Bi—ps), where B. is the unconstrained estimate® of 3. in the
simulation period and is used as an estimate of true value of £, The
value of the former is 0.092 and the value of the latter 0.557. Clearly,
the constrained estimate f, is a better estimate of g, in this sense.

These results support the presumption that the situation posited in
Proposition 2 is a possible source of the success of Iamburger cquation
in forecasting. It is interesting to notice that the usual Chow-test of
iiarameter stability in restricted equation (3.8) will be biased toward

acceptance of stability. The formal test of paramcter stability between

4) The following tests are based on eq. (3.5) in Table 1, and arc conditional on
the value of p equal to 0.630. )

5) The estimate of ; in the simulation period uses the autocorrelation coefficient
0. 630.
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two sample periods shows the F-test value 1.42 ineequation (3.5) and

0.878 in equation (3.8).
5. Short-Tcrm‘ vs Long-Term Rate of Initerest

Economic theory suggests that both short-and long-term interest rates
will have some effects on the demand for money. Hamburger cited possible
multicollinearity between RCP and RGL as a reason of excluding one of
these rates {rom the equation.® He chose the long-term rate because it
yields a smaller RMSE of forecasts. As shown in Table 1 the RMSE of
forecasts of his model is 5.531 with RGL,~and 16. 404 with RCP.

It does not scem to be appropriate to choose an inferest rate based on
the comparison of these RMSE’s, because it implicitly assumes that the
patterns of distributed lag effects of the short-term and long-term interest
rates are the same. There is no theoretical reason to expect the same
shape of their distributed lag effects. To allow a different distributed lag
pattern of the effect of RCP we may include lagged RCP  terms in the
equation. Ilowever, to maintain the same number of regressors we
estimated llamburger equation, ¢q. (3.8) in Table 1, with the 6-quarter
moving average (RCP6) of RCP, and obtained

log (AM/P) = —0. 323—0. 003logRCP6—0. 017log RTD —0. 024log DPR

(0.131) (0. 006) (0. 008) (0. 009)
+0.064log Y +0. 936log (M_,/P_1) —0. 936log (P/P_y),
(0.023) (0.023) (0.023)

p=0.516, SEE=0. 0041, RMSIE=6. 640
The forccasting accuracy of this cquation is very much comparable
with that of llamburger function. If we add to the above cquation the
time trend term to‘capturc gradual changes in structure and preference
of the [inancial market the RMSLE of 1'01'01;:asts becomes even smaller than
that of Tlamburger [unction; i

log (M/P)=—0.512—0. 002log RCPG—0. 018log R TD -0, 025logDI’R
(0. 287) (0. 006) (0.009) (0.010)

6) The sample correlation between RGL and RCP during the cstimation period is
only 0,07, Thus, Hamburger’'s reason of excluding RCP is not very convincing.
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+0. 098log V' +0. 902log (M_;/P_,) —0. 902log (P/P_,) —0. 0003 TIME,

(0.051) (0.051) (0.051) (0.0003)

p=0. 540, SEE=0. 0041, RMSE=4. 595
These examples demonstrate that forecasting accuracy is not unique only
to the long-term rate. In fact, if forecasting accuracy is the criterion to
select. variables, -we may even claim that neither RCP nor RGL are
determinants of real ‘money demand. Whem these interest rates are

replaced by a time trend term the RMSE of forecasts- becomes even

smaller: ,
log (M/P) =—0.509—0.018logRTD—0. 0271ogDPR +0. 098log ¥’
(0. 285) (0. 009)_ (0.008) (0.051)
+0.902log (M_,/P_,) —0. 902log (P/P_,) —0. 0003 TIME,
(0.051) {0.051) (0. 0003)

0==0. 546, SEE=0.0041, RMSE=3.336
When the trend TIME is eliminated from this équation the RMSE increases
slightly to 4.449, but coefficients do not charge much.

6. Conclusion

It was a remarkable achievement for Hamburger to find a specification
of money demand function Wwhich outperformed any other spccifications
in forecasting recent movements of money demand. Ile attributed the
source of his success to the use of the yield on equities and long-term
rate of interest.

The yield on equities appears to play a significant role in his success,
For example, without the DPR term, the RMSE of cq. (3.1) in Table 1
increases to 27.349 and tha't of ed. (3.5) increases to 22.915.

The role of the long-term rate is, howevér, not clear. The conventional
test favors the short-term rate RCP. Hamburger's reason of excluding
one of these rates, i.e., multicollinearity, is not convincing. He chose the
long-term rate RGL apparently because it leads to a smaller RMSE of
forecasts. If forccasting accuracy is the criterion of choosing variables,

however, the 6-quarter moving average of RCP yields a RMSE quite
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comparable with that of RGL, and a smaller RMSE if the time trend is
also added. TFurthermore, a function without these rates yields a even
better RMSE of forecasts. This indicates that forecasting accuracy is not
unique to the long-term rate. ' '

The most iﬁteresting result is l)crhapsA the role of restrictions on the
price level and income e.lasticities of demand for nominal.mo'ney' stock.
These restrictions are'étrongl'y rejécted in the estirﬁation'pel'ijod, and yét
substantially increase forecasting accuracy. A probable’ éause of this

scemingly conflicting result is suggested in this paper.

' . Appendix 1
“The constrained estimator § is given by '

B=f+ (X X)) "'R'[R(Xy X)) 'R’]™ (r—Rf), : (A1)
where f=(X1’X))"*X\’y: is the unconstrained estimator of f. Let Q=R(X)’
X)"'R’, 5,=X.B, and 9,=X:8. Then,

d=(F2—y2) " (Fa—22) — (F2~23) " (D2—y2)

=292~ 2) X2 (X X0) R'Q7 (r—RB) + (r

—RB)'QVR(Xy X)) "' X XXy X)) "RQ (r—R). (A.2)
Using =3+ (XX\) "X\ uy, E(uu)=0%I, and E(uu’)==0, we can write,
after some rearrangement,

E(d)=—tr(APA"), (A.3)
where A=X:(X’X))"'R'Q"" and P=a’Q— (r—Rp) (r—Rp)’.

It is known [see Judge and Bock (1978), p.29] that P is positive
semi-definite if and only if (r—Rp)’(¢’Q)'(r—~Rp) <1. Dividing both sides
by g, and noting that the trace of a positive scmi-definite matrix is

nonnegative, we obtain the desired result.

|
Appendix 2

After adding subscript'l to A In (A.2) a straightforward algebra will

give
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E({d) =2tr[ X (X' X)) ' R'Q7 (r— Rpy) (Br— B2) X'
—a2tr[AQA V- tr[ A(r—RB:) (r—Rp1)’A (A.4)

If pi=p:, (A.4) will be reduced to (A.3). Now, using r=Rp, and rears-
anging terms in (A.4), we obtain

E(d)=(pr—p) W(p2—pr) —a*tr[AQA’], (A.5)
where W=2'Xy'X:Z~ Xy’ XoZ—2' X/ Xz, and Z=(XyX,)"'R’Q"'R. Notice that
Z is a nonsymmetric idempotent matrix of rank ¢. Hence, Z’WZ=—-2'Xy
X.Z. Since Z’XyX.Z is positive semi-definite, Z’WZ is negative semi-def-
inite, Therefore, if p,—pi=27 for some real vector 5, (B.—f1)’ W (B.—pH) <0,
and E(d) <0 because tr[ AQA’] is nonnegative. It is to be noted that E(d)
can be negative even if the sufficient condition B,—B8,=Zyp is violated if

(B2~ B1)’ W (B.—B1) is less than o%r[AQA"].
{References)

Friedman, Benjamin M., 1978, “Crowding Out or Crowding In? Economic Consequences
of Financing Govérnment Deficits,” Brookings Papers on Economic Activity 3, pp.
593~641.

Goldfeld, Stephen M., 1973, “The Demand for Money Revisited,” Brookings Papers on
Economic Activity 3, pp.577~638.

Goldfeld, Stephen M., 1976, “The Case of Missing Money,” DBrockings DPapers on
Economic Activity 3, pp. 683~730.

Hafer, R.W. and Scott E. Hein, 1979, “Lvidence on the Temporal Stability of the
Demand for Money Relationship in the United States,” Revicw, Federal Reserve
Bank of St. Louis, December, pp. 3~14.

Hamburger, Michael J., 1977, “Behavior of the Money Stock: Is There a Puzzle?,”
Journal of Monetary Economics, 3, pp. 265~288.

Judge, G,G. and M.E. Bock, 1978, Statistical Implications of Pre-Test and Stein-Rule
Estimators in Economelrics (North-Holland, Amsterdam).



