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[.INTRODUCTION

There are several studies concerning the comparative statics analysis
considering specified particular types of cumulative distribution function
(CDF) changes which are subsets of second-degree stochastic dominance
(SSD) shifts or Rothschild-Stiglitz increases in risk defined by Rothschild
and Stiglitz (1970). For examples, to obtain the comparative statics results
with subsets of Rothschild-Stiglitz increases in risk, Meyer and Ormiston
(1985) defined a ‘strong increase in risk’ (SIR). Black and Bulkley (1989)
introduced the concept of a ‘relatively strong increase in risk’ (RSIR.).
Dionne, Eeckhoudt and Gollier (1993a, 1993b) considered a ‘relatively
weak increase in risk’ (RWIR). The relationship among these increasesin
risk is that the SIR order implies the RSIR order which, in turn, implies
the RWIR order. Recently Ryu and Kim (2004a, 2004b) introduced the
concept of a ‘left-side strong increase in risk’ (L-SIR) order and a ‘left-
side relatively weak increase in risk’ (L-RWIR) order as the subset of
Rothschild-Stiglitz increases in risk that extends the definition of strong
increases in risk introduced by Meyer and Ormiston and of relatively
weak increases in risk established by Dionne, Eeckhoudt and Gollier.

However, no one has examined the subsets of third-degree stochastic
dominance (TSD) shifts for comparative statics purposes except for Ryu
and Kim (2005). Kroll, Leshno, Levy, and Spector (1995; named K-L-L-
S) defined a special ‘increase in risk’ as an TSD change with equal means.
More recently Ryu and Kim (2005) proposed the concept of a simple
increases in risk across r in the K-L-L-S sense (sIR(r)) for the subset
of K-L-L-S increases in risk and provided comparative statics results in
the standard portfolio decision problem. Note that whereas Rothschild-
Stiglitz increases in risk are SSD changes with equal means, K-L-L-S
increases in risk are TSD changes with equal means. Since SSD implies
TSD, the set of K-L-L-S increases in risk includes the set of Rothschild-
Stiglitz increasesin risk.

In this paper, we propose the new definition for the subset of K-L-L-S
increasesin risk named a ‘relatively strong increaseinrisk in the K-L-L-S
sense’ (RSIRk). Since an K-L-L-Sincrease in risk is a particular type of
TSD change, the derived comparative statics statements are associated
with a risk-averse decision-maker with u” > 0. We consider the sets of
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the utility function representing quite plausible preferences, such as
decreasing absolute risk aversion (DARA) implying ‘prudence
(7 =-u"/u") defined by Kimball (1990), which denotes the intensity of a
precautionary saving motive. Note that the term ‘prudence’ is meant to
suggest the propensity to prepare and forearm oneself in the face of
uncertainty. Therefore, this paper focuses on the sufficient condition on
the change in distribution of the random parameter that causes risk-averse
decision makers with u” >0 to adjust their choice variable in the same
direction in agenera decision model.

This paper provides comparative statics results regarding the subset of
increases in risk in the K-L-L-S sense and compares our results with the
results for the subset of increases in risk in the Rothschild-Stiglitz sense
termed arelatively strong increase in risk. This paper shows that K-L-L-S
increases in risk extend the Rothschild-Stiglitz definition of risk to a
larger set of CDFsthat could not be classified as ‘morerisky’ before.

This paper is organized in the following way. In section |1, we present a
model of a decision-maker maximizing the expected utility and provide
the definition for the subset of K-L-L-S increases in risk and graphical
example. In section 111, we give comparative statics results concerning K-
L-L-Sincreasesin risk. Finally, section IV provides concluding remarks.

II. THE MODEL AND SUBSET OF INCREASESIN RISK
INTHE K-L-L-SSENSE

We analyze a model of a payoff function z(x, a), where x is arandom
variableand « isachoice variable. A decision-maker selects o in order
to maximize his expected utility E(u[z(x,)]), where utility depends only
on the payoff function z(x,a), which is a scalar valued function of one
choice variable and one random variable. According to Meyer and
Ormiston (1985), this type of formulation is previously employed by
Kraus (1979) and Katz (1981) and has several advantages such that
problems involving multidimensionality are avoided and in the measure
of absolute and relative risk aversion considered by Pratt (1964) and
Arrow (1971) are readily calculated. We assume that utility function
u(z) isthrice differentiable u'(z)>0, u"(2)< 0, and u”(z) >0, where
the assumption of u”(z) >0 isinterpreted as aversion or neutrality to an
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increase in downside risk proposed by Menezes et a. (1980).

In comparative statics analysis, we assume that the supports of F(x)
and G(x) are located on the interval (x,,x,) and (x,,x,), respectively,
where x <x,<x<x,, and f(x) and g(x) are the probability
density functions (PDFs) of F(x) and G(x), respectively. We define
that ﬁ(x)zj: F(t)dt and é(x):j:G(t)dt. We also assume that the
first- and the second-order condition are satisfied to guarantee a unique

interior solution. Faced by the CDF of the random variable F(x), the

first-order condition defining the optimal value for the choice of a to
maximize expected utility is

I:4u’(z)za (x,ar )dF(x)=0. (1)

2

The optimal solution satisfying (1) is guaranteed to be a global optimum
by the second-order condition that

J‘XXA{ u'z(x,a )] Z + Uz(x ¢ )] 2, }dF (x)<O0. (2)

2

It is assumed that u"(z)<0 and z, <0. Thus, in order to see the result
that o >a, for a specified change in the CDF from F to G, it is
sufficient to show that

Qlar )= [ ulalx.a; )]z, (x oz ) d[F ()~ G(x)] 2 0. 3

X

Kroll et al. (1995) proposed a new concept of probability mass shifts
called a*mean preserving spread-antispread’. We called it an ‘increase in
risk inthe K-L-L-S sense'.

Definition 1. G(x) issaidto beriskier than F(x) inthe K-L-L-Ssense
if and only if

@ [.'[6(x)-F(x)]dx=0
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s| ~ ~
(b) J' [G(x)— F(x)]dxz 0 foral se[x,x,].
X

Condition (a) implies that two distributions have equal means.
Condition (b) implies that a mean preserving spread-antispread function
satisfies the TSD criterion. These conditions imply that an increase in risk
in the K-L-L-S sense is an TSD change with equal means. Since SSD
implies TSD, the set of K-L-L-S increases in risk includes the set of
Rothschild-Stiglitz increases in risk. Observe that, for random variables
with equal means, Definition 1 is equivalent to the TSD rule.

Black and Bulkley (1989) introduced the concept of a‘relatively strong
increase in risk’ (RSIR) that is a particular type of R-S increases in risk
by imposing the restriction on the ratio of a pair of PDFs. By replacing
the restriction on the ratio of a pair of PDFs with the restriction on the
ratio of a pair of CDFs, we now introduce the new definition for the
subset of increases in risk in the K-L-L-S sense and call it a ‘relatively
strong increasein risk in the K-L-L-S sense’.

Definition 2: G(x) represents a relatively strong increase in risk in the
K-L-L-Ssensewith respect to F(x) ( denoted by G RSIR« F) if

@ [, '[6()-F(X]dx=0
(b) IZ[@(X)— If(x)]dxzo foral se[x,x,]

(c) There exists a point m’ satisfying jme[G(x)—F(x)]dx=

[ [6()-F(x)Jax=0

(d) There exists a pair of points m,m, €[x,,x,] where m <m,,
such that F(x)>G(x) for al xe[m,m,] and F(x)<G(x) for
al xin [x,m] and [m,,x,]

(e) For dl xe[x,,m], there exists a non-decreasing function
H,:[x,,m)—[0,1] suchthat F(x)=H,(x)G(x)

(f) For al xe[m,x], there exists a non-increasing function
H,:(m,x]—[0,1] suchthat F(x)=H,(x)G(x).
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Conditions (a) and (b) define an K-L-L-Sincreasein risk. Condition (c)
means that a relatively strong increase in risk in the K-L-L-S sense
satisfies second-degree stochastic dominance (SSD) on both side of m,
with equal means. Condition (d) imposes the restriction that the two
CDFs cross only twice. Conditions (e) and (f) restrict the extent to which
cumulative probability mass can be transferred to any one value in the
tails of F(x) relative to any other and impose monotonicity restrictions
on the ratio between a pair of CDFs on the intervals xe[x,,m] and
xe[m,,x,]. Note that conditions (c) to (f) are added to identify this
particular type of increases in risk in the K-L-L-S sense and allow
comparative static analysis to be made.

[Figure 1] G RSIRg F
1

0 X1 X my m m X3 X

Figure 1 satisfies the RSIRk conditions given in Definition 2. H, is
non-decreasing and H, is non-increasing for each corresponding
interval xe[x,,m]| and xe[m,,x,], respectively. If, for any point on
the interva [x,,m)((m,,x,]), the tangent lines f(x) and g(x) do not
meet to the left (right) direction in the probability space between zero and
one, the ratio of a pair of CDFs H,(H,) is non-decreasing (non-

increasing). Note that an RSIRk order consists of the sum of three shifts,
which are a ‘left-side monotone probability ratio’ (L-MPR) on the
interval x e[x,m], a ‘right-side monotone probability ratio’ (R-MPR)
on the interval xe[m,,x,] and a first-order stochastically dominated
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shift (the opposite of an FSD shift) ontheinterval x e [m,,m,].
[11. COMPARATIVE STATICSANALYSIS

In this section, we provide comparative statics results for a relatively
strong increase in risk in the K-L-L-S sense. We assume that z, >0,

z,>0,and z,=0. Since (3) ischanged as (4), given these assumptions
about z(x,a) toprove ap >a itissufficient to show

Qe )= | “u(2)2, (xa. ) A(F ()~ G(x) 2. @

X

Integration by parts of the RHS of Q(a, ) in (4) yields

Q(“F): UI(Z(X4’aF )) [T(X4’aF; F, Z)—T(X4,a,: G, Z)]
—I: u'(2) z[T(x, e ;F,2)-T(x,ar;G,z)|dx>0 (5)

where T(-,-;1,2):[x,%,]Jx R—> R isdefined as

T(x,aF;I,z)zj.xza(t,aF)dl(t) wherel =F, G.

X

where T denotes location-weighted probability mass function used in
Gollier (1995).

In order to prove Theorem, we need first to introduce the following
Lemmas 1 and 2.

Lemma 1: If z, >0, then (/)(S)=Ij u"(z)zT(x,ep;F,z)dx>0 for all

sin [x,,x,].
Proof: Note that ¢(x,)=0. By integrating j:“u'(z) z.(x,ap )dF(x) by
parts, we get ¢(s)=u'(2)T(sa; F,z)—J'XS u'(z) z,dF (x). From the first-

order condition (1) and the assumptions u’'>0and z, >0, we obtain

axX —
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J.XS u'(z)z,dF(x)<0 foralsin [x,x,]. Sincethesign of g—l(x,a;F,z)

is equal to the sign of z,(z, >0), T must aternate in sign. Let x°

denote the value of x where T changes sign from negative to positive. For
al s>x°, p(s)>0 because the first term is positive and the second

one with minus sign is also. For al s<x°, ¢(s) is an increasing
function because u"(z)zT(x,;F,2)>0 . Given that ¢(x,)=0 ,
p(s)>0 foral s<x°.

Q.ED.

Before proving Lemma 2, we need to know the following things. The
integrand in expression (5), u"(z)z[T(x,aq;F,2)-T(x,a.;G,z)], has a
sign depending on the difference between two T functions.

T(x,ac;F,2)-T(x e ;G,2)
= 2[F(0)-G(x)|- [ z,[F(t)-G(t)]t. (6)

The z, has asign change to satisfy the first order condition (1) and the
condition z, > 0. When it changes sign in one of the intervals [x,,m ],
[m.n?], [m°,m,] and [m,,x,], (6) changes sign at most two times from
positive to negative for the interval [x,x,] (See Figures 2-5). When (6)

has a sign change only once, it is trivial. Over four intervals let X
denote the point where (6) changes its sign when z, has a sign change

for each interval. Let us define that S(x,a)=z[F(x)-G(x)] and
|(x, )= I: z,[F(t)-G(t)]dt. For example, observe that in Figure 2, X’
is the point where S(x,a)=1(x,2) when the sign of z, changes from
negative to positive (z, > 0) for theinterval [x,m]..

Let k, k,, k, bethe ordered values of X, a, b(See case (i) — case
(iii)). We consider the following four cases in (6); (i) k=X, k,=a
and k,=b (ii-a) and (ii-b) k,=a, k,=Xx and k,=b, and (iii) k,=a,
k,=b and k, =X, where k,isthe end point when the first sign change
occurs for each interval, and k; and k, are the points which the first
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and the second sign change occurs from positive to negative, respectively.
Now, we draw the figures to get a clear demonstration for each case.

Case(i): k=X, k,=a and k;=b when x <x <m.

[Figure2] k =x, k,=a and k,=b when x <x <m

S(xa)

Case (ii-a): k,=a, k,=Xx and k;=b when m <x <m°,

[Figure3] k,=a, k,=x and k,=b when m <x" <m’

S(x.a)

Case (ii-b): k,=a, k,=X and k,=b when m’<x <m,.
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[Figure4] k, =a, k,=x" and k,=b when m°<x" <m,

Case (iii): k,=a, k,=b and k,=X when m, <X <X,.

[Figure5] k,=a, k,=b and k,=x when m, <x <x,.

S(x,a)

Lemma 2: The value of o which maximizes E[u(z(x,))] islower for a
class of risk-averse decision-makers with u” >0 under G(x) than
F(x) where G(x) and F(x) satisfy conditions (a), (b) and (c) for
G(x) to represent a RSIR« presented in Definition 1 if

“IT(% e :F,2)-T(x,a.:G,2)|dx>0 and if the given assumptions
% F F

about z(x,a) are satisfied, where k, is the end point when the first
sign change occurs for each interval, and k; and k, are the points

which the first and the second sign change occurs from positive to
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negative, respectively in (6).

Proof: For notational convenience, we define that T(x,a.;F,z)=
T.(xa:) and T(Xap:;G,2)=Ts (X ap).
Q(aF):u'(Z(XMaF ))[TF (X4’aF)_TG(X4’aF )]
_I: u"(2) 2, [Te (x ¢ )= To (%, @ )] dx.
Using these assumptions about z(x,) and the RSIRk definition, the

first term of Q(a.) by integrating of [T, (x,, e )—Ts(X,.a. )] by parts
is non-negative. Therefore,

Q(“F ) 2 _J. kzu,,(z) Z, [TF (X’ O )_ Ts (X’ O )] dx.

X

- j:u"(z) ZX[TF (X, (022 )— Ts (X, ae )] dx.

Since —u"(z)z, is non-negative and decreasing and [T. -T.] has a
sign change, we have the following four cases:
() k=X, k,=a and k,=b (ii-8) and (ii-b) k. =a, k,=x and
k,=b,and (iii) k=a, k,=b and k,=x.
ke
Q(aF)Z_u”(Z(kl’aF)) ij'x1 [TF(X’aF)_TG(X’aF )]dx

- u”(z(ka,aF )) ij:: [TF (X’ e )_ Ts (X' U )] dx.

Adding and subtracting —u"(z(k,, e ) z, I :2 [T (%, e )= T4 (X, )] dx on
the RHS of the above inequality gives

Qlare )2 {-u'(zlky ) 2+ U'(2lks, 2 ) 2, }J.xk: [T (%, ) =T (x, ez )] i

- u"(z(ks- ¢ )) Zx_[: [TF (X- ¢ )_TG (X- ¢ )] dx.
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Since —-u’(z)z, is non-negative and decreasing, the bracket of the first

X

term on the RHS of the above inequality is non-negative.

If jx (%, ap ) - To(x,ap )]dx >0,

Q(O‘F) ( (kS’aF ZxJ‘X1 XaF) T (X,aF)]dX.

Integrating  of '[:4 [T- (%, )-To (%, )] by parts and using the
assumptions about z(x,«) and the RSIRk definition imply

[ [T () )-To(x. @ Jdx= 0 and hence Q(a)>0.  QED.

Lemmas 1 and 2 are required in the proof of Theorem.

Theorem: For a class of risk-averse decison-makers with u” >0,
ar 2ag |if

(@) GRSIR« F
(b) z, >0, z,>20, z_<0 and z,=0.

Proof: Let k, k,, k, be the ordered values of X', a, b. With the
points m, m’ and m, used in Definition 2 where x, <m<m’<
m, < X, , we consider the following four cases:

Case(i): k=X, k,=a and k,=b when x <x <m (seeFigure2).
Werewrite Q(a) in(5) as

Q(O‘F ) = UI(Z(XMO‘F )) [TF (X4’aF )_TG (X4’05F )]
- I: u”(z) Z, [TF (X' o1 )_TG (X’ o1 )] dx

= [u(@) 20T (e ) - To (e o

Using these assumptions about z(x,«r) and the RSIRk definition, the
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firsttermof Q(a,) isnon-negative. Therefore,

Q(aF)>—Iau"(Z)Z [T (X aF)_TG(X'aF )]dX
—J‘ u"(2) [T (%, @ )~ T (X, )] dx .

Consider the sign of the expression j (%, ap )~ To(x e )] dx. Firgt, if
j: [T (x, ¢ ) - To (X, e, )]dx > 0, then Theorem follows from Lemma 2.

Second, assuming that j (o )-To(X,ap)]dx<0, Q(a.) becomes

Q(“F ) 2 _I: U"(Z) Z, [TF (X’ o1 )_ Ts (X’ o1 )] dx

u”(z(b, e )) ij:4 [TF (X' e )_ Ts (X! e )] dx.

Adding and subtracting —u"(z(b,a; ) z, j (%0 )T (%, )] dx on
the RHS of the above inequality gives

Q(O‘F ) 2 _J: u”(z) Z, [TF (X' o1 )_ Ts (X' o1 )] dx

a

uw(zZb, e )z | [Te (x e ) - To (%, o )] dx

X

u"(z(b, e ) zxjx4 (X, ap ) - To (X, e )] dx..

From the RSIR definition and J. (X, )~ T (%, )] dx <0,

a

Q(O‘F)Z - u”(z) ZX[TF (X'aF)_TG(X'aF )]dX, (7)

X

where — '[ “W(2)Z [T (x, e ) - Ts (%, ;)] dx

X
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= J-: u"(2) 2,6 (¥, 0 ) dx - J-:: u"(2) [T (%, ot )= T (X, 2 )] dx

Let x°be the value of x that satisfies z (X, )=0. T (%, )=

z,G(x j z,G(t)dt is non-positive since z, <0 for xe[x,%,].

Therefore, (7) becomes

Q(O‘F)2 _Ia

U (2) 2 [Te (% e )= T (%, )] dx. (8)
Consider theterm [T, (x,a; ) - To(X,a; )] for xe[x,,a).

( F) (XO‘F)
= 2,[F()-G(x)]- [ z,[F()-G(t)]dt

ek

=z,[1- (X)]F( ~[i-h(x IZF
_I;W(t)LZZakF ) dkt .

The last equality of the above equation can be obtained by integration by
parts. Since, according to the condition (€) in Definition 2, Hl(x) is

non-decreasing and H,(x)<1 for al xe[x,,m), h(x) is non-
increasing and h,(x) > 1. Therefore,

TF(X’aF) T (X aF) [1 hl( ) J. Z, F
2 [1_ hl(X)]TF (X’aF)'

Thus (8) becomes
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Q(aF ) 2 _J-Xaz U”(Z) Zx[l_ hJ.(X)]TF (X’aF ) x>
bnbe ) w@ 2T e ox.

Since h,(x) is non-increasing, h(x°)>1 and I: u"(2) 2T (X, )dx

>0 from Lemma 1 where x° is located on (x,,a) and u’(z)zT:
(X, ) changes sign from positive to negative, Q(a.,)>0.

Case (ii): k,=a, k,=x and k,=b when m <x <m, (see Figures

3and 4).
Before proving this case, we need to know the sign of

Za(x*,aF)J.XX [F(x)-G(x)]dx . Let x° be the vaue of x satisfying
z,(x,a:)=0 and m’ be the point satisfying _[Xmo [F(x)-G(x)]dx=0.

From the definition of RSIRk j: [F(t)-G(t)]dt changes sign from
negative to positive at the point m‘l’ on the interval (m,m,). We define
that J'XXlF(t)dtzlf(x) and.f:lG(t)dt:é(x). Let X denote the point
where [T, (x,a; )-Ts(x,a.)] changes its sign when z, has a sign
change for each interval, that is, for x

2,[F(x)-G(x)= [ z[F{t)-Gt)]dt. 9)

We consider the following two sub-cases where S(x,a)=
z [F(x)-G(x)] and I(X,a)z_[: z,[F(t)-G(t)dt.

Case (ii-a): k=a, k,=xX and k,=b when m<x <m’ (see
Figures 3 and 6).
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[Figure6] m <x <m°

In Figure 6, z,(X%,a:)=0 and z (X ,a:)<0 since [F(x)-G(x) is
positive from Definition 1 and S(x*,a) is negative. From Lemma 2,

J.xxl [Te (%, )~ T (x e )] dx

= [ 2 [F0- Gl [ ] 2,[F()- G0t
=2, x,a:F [Fx —Gx ]—jx zaX[F x—Gx]dx

- j ) j ) )] tclx . (10)

The RHS of (10) is non-negative since z,(X ,a; )<0, llf(x*)— G(x )J is
non-positive and the condition (b) in Definition 1 is satisfied for the
second and third termsin the RHS of (10). Therefore,

J.; [Te (%, )= To (X, )] dx > 0.

Thisis sufficient for Q(e, )> 0.

Case (ii-b): k=a, k,=X and k,=b when m’<x <m, (see
Figures4 and 7).



ILTAE KIM - SUYEOL RYU: THE COMPARATIVE STATICSFOR LINEAR PAYOFFS 453

[Figure7] m°<x <m,

S(x, a)

1(x,a)

In Figure 7, z,(X%a:)=0 and z (X, )>0 since [F(x)-G(x) is
positive from Definition 1 and S(x',a) is positive. The RHS of (10) is
non-negative since z, (X, )>0 and [If(x*)—é(x*)J is non-negative
and the condition (b) in Definition 1 is satisfied. Therefore,

.[Xj [Te (%, @ )= T5 (X, e )] dx > 0.

Thisis sufficient for Q(a, )> 0.

Case (iii): k,=a, k,=b and k,=Xx when m,<x <Xx,(seeFigure5).
From the definition of o,

_[ “u'(2)z, (x, o ) dF (X) =

Integrating by parts gives

0= J‘ Z dF (Z(X4’aF ))TF (X4’05F)

_Ixzu" )z e (X,aF)dXS U'(2(%y, 06 ) Te (% ¢ )
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- u"(z(xc 1e1s )) Zx_[::TF (X’ Qe ) dx.

The above inequality holds since T.(x,a.) changes sign from negative
and —J'XX“u”(z)szF(x,aF)dx <

C

to positive a the point X

—u'(Zx, e zxj _(x,a; )dx because —u"(z)z, is non-negative and
decreasing in x. It implies I XaF)dX>0 but this implies
'[XT (X, )dx>0 for al se[x,,x,]. Inthecase of s=b, integrations

of j (X, )~ T (%, )] dx by parts gives

Il
o

2 [F() -G [ 2,[F () - G(t)]dt}ox (12)

Consider the second term with minus sign in the bracket on the RHS of
(12).

[Pz [F0)-G0)]dt - [ 2, [Ft)- )] 12)

The first term with minus sign on the RHS of (12) is non-positive since
b is located at the right side of m’, where m° is the point satisfying

J.:o [F(x)-G(x)]dx=0. Therefore,
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<f-n ()] 'z, F(t)dt - [ 'y j 2, F (K) dkdt
-, (X)]f Z,F(t)dt. (13)
The last inequality in (13) can be obtained by integration by parts. Since,
according to the condition (f) in Definition 2, H,(x) is non-increasing
and H,(x)<1 for al xe(m,x], h(x) is non-decreasing and

h(x)>1 foral xe(m,x].
Therefore, adding and subtracting —[1—h, (x)]f Xb z,F(t)dt on the RHS of

(13) gives

- [ z[F)-G(t)]dt < -[1-hy(x ]j* z,F(t)dt
+[1—hz(x)H F(t)dt <-[1-h (][ z,F(t (14)

Since [L-h,(x)] is non-positive and J'Xb z,F(t)dt is non-negative, the
last inequality in (14) holds. Thus,

Te (X aF)_TG(X’ )< Z [1_ hz(x)]F(X)
—[1-hy(x j z, F(t)dt = [1- h(X)] Te (X, 2 ). (15)

Therefore (11) becomes

o e (oe )-Talxae Nlax< [ - by (9T (e
[ ( )]I XaF X <0. (16)

The second inequality in (16) holds since h,(x) is non-decreasing and
T.(x,a ) changes sign from negative to positive at x°. Thus, the left-
hand-side of (16) is non-positive because [1— hz(xC )] IS non-positive and

IbX4TF(x,aF)dx is non-negative where T.(x,e.) changes sign from
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negative to positive and LX“‘I'F(x,aF)dxzo. Since integrating of

_[:: [T. (%, )-To (%, )] by parts gives J':: [Te (%0 )= To (X, ;. )]

dx>0 and J.:A [T (X, )= T4 (X, )]dx< 0 is non-positive from (16),

ka (=b)

it implies I [T (%, )~ T4 (X, )]dx> 0 from Lemma 2. Therefore,

X

Qle )= 0. Q.E.D.

Compared with the comparative statics result derived by Black and
Bulkely, Theorem includes a larger set of changes in distribution but
shows somewhat stronger restriction on the structure of the decision
model. When the structural restriction z,, =0 is added, the relationship
between the results in Black and Bulkley’s analysis and in Theorem
shows a trade-off between the restrictions on the set of decision-makers
and the set of changes in distribution. The concept of prudence is used in
Eeckhoudt and Kimball (1992) and Eeckhoudt et al. (1996) who analyzed
the impact of an increase in background risk on the choice variable.

When we assume that the payoff function is linear in the choice
variable, theform of z(x,a) may be expressed as z(x,a)=a(x—C) + z,,
where z, and c are exogenous constants. This linear payoff prevails in

many economic applications such as the standard portfolio model, the
optimal behavior of a competitive firm with constant marginal costs,
behavior of cooperative firm, the problem of hiring workers, the
coinsurance problem and others.

Note that the risk preferences of the decision makers for a relatively
strong increase in risk in the K-L-L-S sense’ (RSIRk) and a simple
increasesinrisk across r intheK-L-L-Ssense (sIR(r)) in Ryu and Kim
(2005) are same, but the distributional changes for them are different.
When the payoff function is linear, F(x) and G(x) must be intersected

a the point r for the sIR(r) order but the point r can be located in any
placein theinterval (x,,x,) for the RSIRk order.
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V. CONCLUSIONS

This paper proposes a new notion of the subset of K-L-L-Sincreasesin
risk called a ‘relatively strong increase in risk in the K-L-L-S sense’
(RSIRk). We show that, by restricting the payoff function to be linear in
the random variable (z,=0) and limiting our analysis to decision-
makers who are downside risk-averse (u” >0), we are able to generate
comparative statics results for a relatively strong increases in risk in the
K-L-L-S sense including the set of Rothschild-Stiglitz increases in risk.
This implies that K-L-L-S increases in risk extend the Rothschild-Stiglitz
definition of risk to a larger set of cumulative distribution functions, but
use somewhat stronger restrictions on the structure of the decision model
and the set of decision-makers.
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