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THE EXCESS OF CONSUMPTION GROWTH*

MYUNG HOON YI*

Recent empirical research often rejects the time-additive expected utility setting
of the permanent income hypothesis. This rejection may be due to either the failure
of the permanent income hypothesis or the misspecification of the underlying pref-
erences. This paper investigates whether the departure from the time-additive expec-
ted utility specification can explain some consumption puzzle as a result of consum-
ers’ optimizing behavior, and examines the empirical validity of this argument. We
find that empirical explanation of the excess of consumption growth puzzle by the
general recursive utility framework is somewhat better than the time-additive expec-
ted utility framework. However, the test results indicate that the overall test of the
model is rejected, as is the time-additive expected utility specification.

1. INTRODUCTION

There have been many advances both theoretical and empirical on the perma-
nent income hypothesis originated by Friedman (1957). The permanent income
hypothesis, reinterpreted by Hall (1978) and Flavin (1981) states that consump-
tion is chosen to maximize expected current and future utility given expectations
of current and future income. The implied time series process generating con-
sumption suggests that tomorrow’s consumption is expected to be the same as
today’s consumption. This ‘martingale’ property of consumption is a result of the
joint hypothesis composed of the permanent income model, a time-additive ‘cer-
tainty equivalence’ expected utility specification, and rational expectations.

The stochastic implications of the hypothesis have been tested typically by the
excess sensitivity test [Hall (1978), Flavin (1981, 1985), Hall and Mishkin (1982)]
and the orthogonality test [Hansen and Singleton (1982, 1983), and Mankiw, Ro-
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temberg, and Summers (1985)]. Several authors use the quadratic utility function
and derives the certainty equivalence consumption function [also see Flavin
(1981,1985) and Hall and Mishkin (1982)]. Hall fails to reject the rational expec-
tation-permanent income hypothesis with lagged consumption and lagged income
except that he rejects the hypothesis with lagged stock prices. But most authors
reject the rational expectation-permanent income hypothesis in favor of the excess
sensitivity of consumption to income [see Flavin (1981), Campbell(1987), Kueh-
Iwein (1987) and Zeldes (1989a, b)|.

Consumption puzzles are associated with these rejections of the permanent in-
come hypothesis under the certainty equivalence framework. The frequently stud-
ied consumption puzzles are the excess of consumption growth — persistent grow-
th of consumption, even when the real interest rate has been negative — [Deaton
(1987)], the excess sensitivity of consumption to anticipated changes in income
[Hall (1978) and Flavin (1981)], and the excess smoothness of consumption in re-
sponse to unanticipated changes in income {Campbell and Deaton (1989)].

This rejection may be due to either failure of the permanent income hypoth-
esis or the misspecification of the underlying preferences. As an alternative,
Epstein and Zin (1989, 1991), Weil (1990), and Farmer (1990) propose more flex-
ible intertemporal utility frameworks based on the recursive utility structure of
Kreps and Porteus (1978). They use their models in order to explain several em-
pirical puzzles related to the asset pricing.

The purpose of this paper is to show that the recursive non-expected utility
framework of Epstein and Zin and Weil can resolve the puzzle of the excess of
consumption growth, by showing how it may result from optimizing behavior.
To be more specific, we focus on the testing of the recursive non-expected utility
model with microeconomic data which has not been done before.

The structure of the paper is as follows. In Section Il, we show that the
non-expected utility framework of Epstein and Zin (1989, 1991) and Weil (1990)
can be used to explain consumption puzzle as an optimizing behavior. Section 11
contains the data description, the sample selection criteria, and the splitting of
data into subgroups. In Section 1V, we explain econometric methodology con-
cerning estimating equations and testing procedures, taking measurement errors
into account. Section V presents the empirical results. Section V1 concludes the
paper by summarizing the main results and addressing possible directions for fu-
ture research.

II. NON-EXPECTED UTILITY MODEL OF CONSUMER’S BEHA VIOR
For explaining the consumption puzzle in this Section and performing the

empirical study in Section V, we employ Epstein and Zin’s (1989, 1991) model
and their Euler equations in the form of household optimizing behavior.
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2.1. Model
Consider the consumer’s intertemporal optimization problem,

2.1 V., = Max U[C;‘_:, E Vx‘,z+1],
C{.[

s.t. A =(A,— ¢) Wi R,

where V., is the family 7’s value function at time ¢, Ul -, -]is a Kreps and
Porteus-type recursive utility function (aggregator function), ¢, is consumption of
family 7 at time £, A, is wealth of family 7 at time £, w,, and R,, are P-vector of
portfolio weights and P-vector of gross after-tax real returns on individual assets at
the beginning of time £, with the typical element w;, and R/, respectively."

We can rewrite the consumer’s problem using Epstein and Zin’s (1989, 1991)
parameterization which extends the formulation of the space of finite horizon
temporal lotteries in the Kreps and Porteus approach to an infinite horizon.”

22 WIL., A"’):CM‘% e, + Bul V.. A, )",

s. t. A = (A — c)w R i,

where 4 Vi..,] = [ E( Vi »)7]" and where p(<1), A1) and B(= 1/(1+3)) are the
intertemporal elasticity of substitution (¢ = 1/(1 — p)) parameter, the coefficient of
relative risk aversion (RRA = 1—a) and the discount factor respectively, I,
is the information set available to the consumer in the planning period, and
A V.. ] is the certainty equivalent of future utility.

Equation (2.2) says that the parameter of risk aversion (a) determines the cer-
tainty equivalent of random future utility and the aggregator function combines
this certainty equivalent with deterministic current consumption through the par-
ameter of intertemporal substitution (o).

!'When the aggregator function U[ -, -] is linear in the second argument, intertemporal utility is
the expected sum of discounted future utilities. Thus time- and state-separable expected utility rep-
resentation is a special case of Kreps and Porteus-type preferences.

2 Epstein and Zin (1987) explain the empirical puzzles related to the capital asset pricing model
with the nonexpected utility framework whose intertemporal budget constraint does not includes labor
income. They also test the overidentifying restrictions of the model. They get some empirical support
for their model using the GMM estimation and the X*-test.
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2.2. Derivation of Euler Equations

The optimization problem characterized in equation (2.2) can be solved by
using the information that the aggregator function is homothetic and the cer-
tainty equivalent function is linear homogeneous. By homotheticity of aggregator
function, there exists a function H(I ) such that VI ., A;)) = H(IL ) A., wher-
e I, is the information set available at time . Deriving the Euler equations from

equation (2.2) is equivalent to deriving them from the following two separate
optimization problems with respect to consumption and portfolio weights:

(23) I{(Ii,t)Ai.l = Max U[Cf.z + ﬂ(Am -C i,t)/)#[H(Ii.Hl)w/z.tﬂRt.(-H]p]’

Cx'. t

(24) /u* = Max #[H([i,t+l)w/z,l+lRLl+l]~

i+l

From the first order condition with respect to consumption and portfolio
weights, we have the following equations directly from Epstein and Zin (1989,
1991) :®

(25) lgyE[(ci‘:H/ci. l)nﬂ_”M;tH] =1,

(2'6) E[(ci,H-l/Ci.! T i.-li'l (R?.I'H - R;{.l+1)] = 07
k=1 P j=1- P  k# ],

where ¥ = afp and M, (= w{, R, ) is the rate of return on the family i-th port-
folio. Summing [(2.6) X wf,., | over & (= 1,--, P), multiplying the resulting

equation by £ and subtracting from (2.5) (ie., (2.5) — /97:; [(2.6) x wt .. ], we
get the equation (2.7):

(27) ,87E[(Cx:tﬂ/ci,t)mﬂ)M.;IH Rz] 41 ] =1, ] = L'"s P.

We will concentrate on equation (2.7) later on, as the validity of equation (2.5)
and (2.6) implies the validity of equation (2.7)."

3 See Epstein and Zin (1989, 1991) for derivation in detail.

4 Several special cases are worth noting. When « = o(¥ = 1), the equation (2.7) reduces to the Eul-
er equation of the CRRA expected utility model. In particular, when o= p=0, the equation (2.7) red-
uces to the Euler egation of the logarithmic expected utility model. And when a=0and p # 0 (¥ =
0), the equation (2.5) reduces to the Euler equation of the non-expected utility model with logarithmic
risk preferences.
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2.3. Explanation of the Excess of Consumption Growth

The Euler equation (2.7) serves as a basis in explaining the consumption puz-

Ci 11
Ze. Let Y.u= ( c. ey Mm R}, and Vi = l?’l( Y. !+l) Then we can

express equation (2.7) as equation (2.8),
(28) E[ Y.t+1] = (1 + 5)y

We assume the joint lognormality between consumption growth, the return on
the family i-th portfolio and the return on individual asset. Thus we can express
LHS of equation (2.8) as equation (2.9),

+ 2

Q9 ElY.]=¢" 7,

where 4 = El[ln (Y. ..)] . ie, n(Y,..) = u + & .. and where ¢, =
(Y. ..)— Eln (Y. )] and &, ~ MO, o). Combining (2.8) and (2.9) and
taking the logarithm, we get

@10) u+ 2 =7l + 9,

L

[N

Using = In [( )"”““ M\ R, ] —¢ . and solving equation (2.10) for

Ci = . . . .
In ( ), equation (2.7) can be expressed as equation (2.11), via equation

Ci:

(2.10),

it

Cit+ ) 1
(2.11) ln( ) = =gy + = )Zn(1+m,+l)

+—ﬂl—_—{07h’l(l +7) —‘m A

where M=1+mand R=1+r.

In considering the long-run trend in consumption, the aggregate data with the
representative consumer assumption is not appropriate, because turnover in the
population may generate a trend in aggregate consumption. As Kuehlwein (1987)
shows, the steady state aggregate per capita consumption growth rate will be in-
dependent of the individual consumption growth rate. Turnover in the sample
will determine the observed aggregate trend, assuming constant growth rates for
population, individual real income and individual consumption, and no bequests.
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For this reason, aggrerale growth rates may not be the basis for tests of the ex-
cess of the consumption growth.

This argument relies on the overlapping generation type argument, which is
analogous to an infinite horizon. Now we turn to the individual model with mic-
ro data. As we assume the heterogeneous consumer, the error term can be dec-
omposed into two parts; the time-specific error term (v,) and the idiosyncratic
family 7’s error term (z,) which are assumed to be serially uncorrelated with
each other, and normally distributed with a mean zero for simplicity. Then equa-
tion (2.11) becomes

Gt \__ 6 1 : 2 Y1
(2.12) ln( )- [t =y @ o oy el )

1 _ 1 ;
+mln(l +}’,,M) m (Z)f\ + u,,m).

This is a basic equation to explain the excess of consumption growth puzzle by
the uncertainty terms.

Although a negative rate of return in our Euler equation may have a negative
effect of consumption growth, the uncertainty terms can explain the excess of con-

sumption growth when the corresponding coefficient (——-—2,},(1 = ) 1s posilive

- @ N L
where ¥V = o Note that W1=p) is positive if 0 ( @ ( 1 and 0 ¢ p (1

or a { 0 and p ( 0. In other words, the conditions for a positive cofficient of un-
certainty terms are that 0 { RRA ( 1l and ¢ ) 1 or RRA ) 1 and 0 ¢ o ( I,
where RRA = l~a and ¢ = l—_l_p—- The expected utility case (« = p) belongs to
this region of parameter space, but we can still relax this parameter restriction in
order to explain the excess of consumption puzzle. In view of the fact that the
expected utility restrition (& = p) is not well supported empirically and that Kue-
hiwein’s (1987) expected utility explanation of this puzzle is of limited value in
the sense that puzzle-explaining uncertainty terms are not detected sufficiently by
the data relative to other variance (of measurement error), the explanation of the
excess of consumption growth by the non-expected utility framework is hoped to
be more relevant empirically than that of the time-additive expected utility model.

. DATA

We use the Panel Study of Income Dynamics (PSID) from the Survey of Re-
search Center (SRC) at the University of Michigan. The PSID data have been
used in several studies [Hall and Mishkin (1982), Kuehlwein (1987), Hotz,
Kydland, and Sedlacek (1988), and Zeldes (1989a)]. The data are collected from
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1968 (wave 1) to 1984 (wave 17). The variables we use are as follows.
3.1. Description of Data

Consumption

Consumption data from PSID are available only in the form of food con-
sumption. Much research uses food consumption to study consumption behavior
[Hall and Mishkin (1982), Altonji and Siow (1987), Kuehlwein (1987), Hotz,
Kydland, and Sedlacek (1988), Zeldes (1989a), and Runkle (1991)]. For this reas-
on, we define consumption as the sum of annual food expenditure at home, an-
nual food expenditure away from home, and food stamp expenditure. Although
Hall and Mishkin (1982) and Kuehlwein (1987) exclude food stamp expenditure,
Zeldes (1989a), whom we have chosen to follow, includes this expenditure. These
consumption data are deflated by overall food CP1 (Consumer Price Index) to
obtain real food consumption.

Rates of returns

For nominal returns, we use the S&P (Standard and Poor’s) 500 stock index:
S&P 500 stock market index, indexes on Industry 400, Transportation 20, Util-
ities 40, and Finance 40. The nominal rate of return on the family’s portfolio is
not available, so we use the S&P 500 stock market return as a proxy for the fa-
mily’s portfolio return. Later, we analyze the mismeasurement problem associated
with using proxy data for the family’s portfolio return and examine the implica-
tions of this problem for our empirical results. The rates of return on individual
assets are indexes of Industry 400, Transportation 20, Utilities 40, Finance 40,
and 3-month Treasury Bill.

All nominal returns are converted into real returns using the implicit deflator
assoclated with the measure of overall food CPI between year ¢ and £+1. To cal-
culate the real after-tax rate of return, we use the marginal tax rates on unearned
income for head and wife, which are reported in PSID. Even if the optimal port-
folio weights are the same for all families, the real after-tax rates of return for
each family will differ because of the varying marginal tax rates.

Disposable income

Disposable income is used to calculate the wealth-income ratio by which to
separate data set into the high-wealth group and the low-wealth group. Dispos-
able income is calculated by total money income minus total federal income taxes
of head and wife minus total federal income taxes of all extra earners minus soc-
ial security taxes of head and wife, which is deflated by the annual average of the
NIPA (National Income and Product Accounts) personal consumption expendi-
ture deflator. Total money income includes taxable income of head and wife, tax-
able income of other family members, transfers of head and wife, and transfers
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of other family members. In PSID, there is no information available on social se-
curity tax data, so we calculate social security taxes according to Zeldes (1989a).
He imputes the social security taxes by multiplying the appropriate social security
tax by the lesser of annual wages and the ceiling on wages taxable by social se-
curity. We use the self-employed tax rate for the head if he is self-employed. The
regular rate is used for the wife’s wages because we have no information on whe-
ther the wife is self-employed in PSID.

Wealth

The micro data set may enable us to identify consumers who might be liquid-
ity constrained. Recent tests by Hall and Mishkin (1982), Zeldes (1989a), Flavin
(1985), and Mariger (1987) suggest that a fraction of the population does not
conform to the permanent income hypothesis. Even though no liquidity con-
straints are implied by the model, we can still test, in loose form, whether liquid-
ity constraints exist. This can be accomplished by examining whether the perma-
nent income hypothesis can be rejected for different groups of data.

We need wealth for the separation of the sample. The wealth data is only
used in order to separate the data set into two groups. In PSID, there is no weal-
th data. Therefore, we can only estimate wealth from the asset income in a some-
what crude way. Asset income is defined as the sum of the head’s income from
rent, interest, and dividends, the wife’s other income from assets including rent.
interest, dividends, alimony, trust funds, and loyaities, and the asset income of all
other family members. Wealth is estimated by summing the first $250 of asset in-
come divided by the passbook rate at the commercial banks, with the resulting
asset income divided by the annual average rate of return on a 3-month Treasury
Bill. Also real wealth is obtained by dividing nominal wealth by the NIPA per-
sonal consumption expenditure deflator.

3.2. Sample Selection Criteria and Splitting of Data into Subgroups

We use several sample selection criteria in determining our data set. The
PSID data include the ‘poverty sample’ which was collected by the U.S. Census
Bureau for the 1966~67 Survey of Economic Opportunity (SEO). These hous-
eholds have a 1967 income-to-needs ratio of less than 2.0. This poverty sample is
excluded in order to focus on the representative sample. Some data (e.g., mar-
ginal tax rate, head’s annual income from rent, interest, and dividends, and total
annual asset income of all other family members) have missing variables for sev-
eral years. So we collect the data from 1976 to 1983. We eliminate the observa-
tions estimated by the Survey interviewer when he could not get a response from
the member family. When there is a major change in family composition, we ex-
clude these observations because it is not clear to which family the questions for
the preceding year refer. We exclude the extreme outliers of the consumption
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[Table 1] Descriptive Statistics

33

. Total High-wealth Low-wealth
Variable
Mean(s.e.) Mean(s.e.) Mean(s.e.)

Conlc, 1.0335(0.0080) 1.0201(0.0087) 1.0454(0.0130)
m 0.0439(0.0022) 0.0396(0.0030) 0.0477(0.0031)
i 0.0449(0.0022) 0.0405(0.0031) 0.0488(0.0032)
i 0.0742(0.0032) 0.0684(0.0045) 0.0793(0.0046)
7y 0.0290(0.0018) 0.0259(0.0025) 0.0318(0.0025)
i 0.0405(0.0021) 0.0372(0.0029) 0.0435(0.0029)
7y 0.0112(0.0008) 0.0077(0.0012) 0.0142(0.0012)
Vo Vi 1.0310(0.0058) 1.0345(0.0082) 1.0278(0.0080)
Income $17,740(177) $20.449(269) $15,341(213)
Wealth $11,671(633) $24,486(1,246) $327(40)
Consumption $2,911(28) $3,028(43) $2,808(37)
MTR 0.27(0.0025) 0.31(0.0034) 0.24(0.0032)
Observation 2,498 1,173 1,325
Sample period 1978 ~1983 1978 ~1983 1978~1983

Note: 7%, 7%, 7i and 7} are after-tax real rates of return on stock indexes of In-
dustry 400, Transportation 20, Utilities 40, and Finance 40. 7’ is after-tax
real rate of return on Treasury Bill(3 month). MTR is marginal tax rate.

Cl f+1 . . . . . ) .
growth (——) which lies outside 1/3 ~3 range. Finally, if the head’s age is

Ci:
greater than 64, we exclude these observations following Kuehlwein’s (1987) ar-
gument that declining health may have adversely affected their consumption
growth and that standard Euler equation no longer holds in the presence of sig-
nificant mortality rates [Yaari (1965)].

We split the sample into two groups, i.c., the high-wealth group and the low-
wealth group. We follow Zeldes (1989a) in separating families into the high-weal-
th and low-wealth group. If the wealth is greater than 2-months’ worth of in-
come, we call these families the high-wealth group, otherwise, we call them the
low-wealth group. If the null hypothesis of no liquidity constraints is not rejected
for the high-wealth group and is rejected for the low-wealth group, a possible ex-
planation is that the low-wealth group is liquidity constrained. Because our mod-
el does not consider liquidity constraints, we expect that the two groups’ beh-
avior concerning consumption will be similar.



34 THE KOREAN ECONOMIC REVIEW Volume 12, Number 1, Summer 1996.

V. ECONOMETRIC METHODOLOGY
4.1. Measurement Errors

The Euler equation for consumption and portfolio weights is as follows,

@) E[F(G=)"" ML R 1=1j=1 P

where all variables and parameters are as above and the * * * denotes optimal
value. The hypothesis we want to test is

(42) HO:C,"/:LA;.[ and w,‘,,IW’?z,

where ¢, and w;,, are actual consumption and portfolio weights. The measured
consumpton (¢;,) and measured portfolio weights (0, ) are subject to measure-
ment errors. We consider the measurement error problem for measuring con-
sumption and later for measuring portfolio weights. We then investigate how the
estimating equations are modified.

Measurement Error for Consumption

As is well recognized, the micro data set is subject to measurement error, and
for identifying the uncertainty terms, we assume the multiplicative measurement
error for consumption, which is also assumed to be lognormally distributed with
mean 1. The multiplicative measurement error implies that the error is likely to
be positively correlated with the level of consumption. We then have

43) In (C’—Hl—) = ln( C{'AM ) —w, .+ W,

it Ci:

where w;, is the log of measurement error for consumption.
Measurement Error for Portfolio Weights
Now, we analyze the measurement error for the family's portfolio weights. In

empirical work, we do not have data for the family’s portfolio return which is
expressed by

P
(44) m, = Z:« w7y

The available data is but the market portfolio data,
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@s) m=Tbr,

where &/ and »] are the market portfolio weights and market rate of return on
j-th asset, respectively. We adjust the market rate of return data by family-spec-
ific marginal tax rates (MTR; ), which is our measured portfolio and is used as

a proxy for the family’s portfolio,
(46) 7/hf,z = g} b{a v,

where #, = m(l — MTR,), and 7., = »] (1— MTR.,). Comparing (4.4) and
(4.6), we know that, in general, the family’s actual portfolio weights (w; ) and
measured portfolio weights (5!) are not the same. Also, m,, # .. Therefore we
should take the associated measurement error into consideration.

We assume that aggregate data for m, and #/ and individual data for MTR,,
have no measurement errors, and define measurement errors ( B.,) associated
with the family’s portfolio return as

@7 w,=b+ B, j=1-- P,

where E wi, =1, 2121 b =1, £ B, =0 and measured portfolio weights (#/) are

uncorrelated with measurment errors ( B.,). We assume that the family’s actual
portfolio weights (w, ) are distributed around the market portfolio weights (5.);
ie., the market portfolio weights are regarded as the mean of the family’s actual
portfolio weights.

The relationship between the family’s actual rate of return on the portfolio
and the measured one is the following,

48 1+m. =1+ wi.rl = 1+X & + By,
=[I4E 67+ (2 Bl

The portfolio term in the Euler equation can be rewritten as
@9) (U +m)=m,=[Z b r.,]+I[Z B.ril

= 7;11‘,: + N = In(1 +7/'ir) + Wi ss
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P ~ . . P .
where 7., = T B, 7., and m, is uncorreated with #,, : the family’s portfolio re-

=1
turns are assumed to be distributed around the market return. We assume that
these measurement errors are different across families, but independent across
time; E (5...)) = d. # 0. In other words, the average measurement error for the
family’s portfolio return is family-specific, but this average remains the same over
time.>

Modifications of Euler equations

Because we use panel data with the measurement errors for consumption and
portfolio weights, we estimate the parameters of the model from linearized ver-
sion of (4.1). However, we can do without the lognormality assumption which is
useful in simplifying the error structure of the Euler equation and in getting the
estimated uncertainty terms without considering higher-order error terms greater
than the second order. Then, the estimating equation for uncertainty terms and
the estimating equation for the parameters of the model turn out to be of the
equivalent form except the error structure.

From the consideration of measurement errors associated with consumption
and portfolio weights, our final Euler equation for estimating the uncertainty ter-
ms is modified as

~

Ci 41 _ =9 1 s N | ;
(4.10) ln( - )_ =S =y @ o) by IR )

Y—1 ” _ S
+m (M, .) + W 41 Wi, 7 _P)

(’WH + u{,w.) +_¢}%)_ i 141
where v,,, is the time-specific error, #, .., is the family specific error, w; ., is the
measurement error associated with consumption, 7. .., is the measurement error
associated with portfolio return, # ., is uncorrelated with s ., but is correlated
with 7, ..., and all error terms are assumed to be uncorrelated with each other
and serially uncorrelated.

Next, if we consider measurement errors for consumption and family’s port-
folio weights, we have the final Euler equation for estimating the parameters of

S This assumption is made in order to get the zero mean error structure by differencing the Euler
equation, making possible the application of the GMM estimation. This assumption should be reg-
arded as an approximating and simplifying assumption of the real economy. Note that although this
procedure gives the same portfolio weights to all families, we can correct this mismeasurement prob-
lem by adding family-specific measurement error for the family’s portfolio return.
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the model, using rational expectations assumption and second-order Taylor ex-

pansion for the expectation error ((m(1 + &) = &, — % &),

N

Ci 14 -0 i
(4.11) ln( z ) 1-p +2'}/(1—,») 71

L ) ln(Rx;,Hl)
1=p
y-1 - o
+—’}7(1pr ln( M,Hl) + Wt W, ¢
1 B IV B
+ ’y‘l_p; ( 2 Eir+1 ) 0{ 31.:+|)

+ ﬁ Moy
where E (¢/+) = o.
4.2, Methods of Estimation
Estimation of Euler equation
We use the differenced form of the Euler equation for estimation. To delete

the variable intercept term and to get the zero mean error term, we will use the
differenced form of (4.10),

it

é:,tﬂ _
(412) Aln( 2 )— '}’(1 ) Aln( R; z+|) + 7(1 ) Aln(M 1+1)+ W; 1+
___1 _ i
— 2w, + @i -1 76 _,0) (Vfﬂ vl + ol u;.z)

+—=— 7(1— ) (77: 1 77“)‘

From equation (4.12), we know that #,, and #/,., are correlated, so OLS esti-
mation results in biasedness of parameter estimates. The alternative is to use the
instrumental variable estimation such that the instruments are uncorrelated with
error terms and correlated with explanatory variables. We consider lagged varni-
ables either within the model or outside the model and use them as our instru-
ments. To estimate the uncertainty terms in equation (4.10), we follow a two-step
procedure. First, we use the estimation results about coefficients of the model
from the 2SLS estimation. In this stage, we do not need estimates of the parame-
ters of the model themselves because our major concern is the estimates of errors
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which are used to identify the uncertainty terms in the second step. From the lo-
gnormality assumption, we can avoid the higher order error terms and restrict
ourselves up to the second order error terms. On the other hand, this con-
venience requires some cost. We note that the lognormality is a strong assump-
tion and thus places some limitations on the validity of empirical results.

Estimation of uncertainty terms
Then from equation (4.12), define x. ., as

~

Gy N =
@13) x,-m-A( - ) V= Al(R..)

nt

y(l ) A(Mx i+])

= — ___1____ — gy o — g
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When ¥ = 1, equation (4.13) reduces to the time-additive expected utility result
of Kuehlwein (1987). We use variance and covariance structure of x; ., to ident-

ify variance terms, o,, o, o, and o,, where all the variances are calculated across
both time and cross section.

4.14) 1) Var(x, .) =60, +1 7(1 )] Q2o +20) +1 ’}’(1 )] (20,

i) Covlx; v, ;) = —4o., +[‘ﬂl——] (= U)_HT’(—I—Y] (—
iii) Covlx, 1 x;,fﬂ) = [—y(l—l—p)—] (2a,).

From (4.14) 1) and ii), we can identify the variance of measurement error for
consumption (¢) and form (4.14) iii), we can identify the variance of time-spec-
ific error term (¢?). However, the variance of family-specific error term (s;) and
the variance of measurement error for the family’s portfolio return (s;) are not
identified separately. We only have the following relation between ., and o,

4.15) D= Ed, + Fo,

where D, E, and F are positive numbers resulting from manipulating equations
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of (4.14). Under nonnegative restriction of the variance terms, we can get the
maximum values of ¢, and &, from equation (4.15). As we know from (4.13), if
Y = 1 (expected utility case), we do not have to worry about measurement error
for the portfolio weights, but the non-expected utility case (¥ # 1) is subject to
this measurement error problem. In this regard, the ratios of uncertainty terms to
total variances would be overestimated in case of no measurement error for the
family’s portfolio weights;

o, + a. (0)" + (0l

4.16 . " — N - T
(4.16) o, + o, + o, (@) + (@) + () + () °

where ‘7 denotes variances resulting from considering measurement errors for the
family’s portfolio weights, a; = (67), 6, = (¢.)’, and o, ) (s})". To get the more
concrete implications of measurement errors for the portfolio weights for empiri-
cal results, we calculate four cases where the measurement error for the portfolio
return is one, two, five, and ten times larger than the measurement error for con-
sumption, together with two extreme cases where o, takes on maximum value
and ¢. = 0, and o, takes on maximum value and o; = 0.

The existence of measurement errors is assumed as in Altonji and Siow (1987)
and Kuehlwein (1987, 1991), because it is generally agreed that the panel data is
noisy, containing measurement errors due to incorrect responses from the inter-
viewees. Still, the direct test of the existence of measurement errors may be der-
ivable. We estimates the measurement errors by calculating variances and derive
the ratios of uncertainty terms out of total variances. As we show later, the mag-
nitudes of variances of measurement error range widely from about 99.9% to
0.2% across different instruments, suggesting the existence of measurement error
in some cases. Also, as our purpose is to show the existence of sizable uncer-
tainty terms, we may offer our arguments in the more conservative way, by as-
suming the existence of measurement errors. However, more exhaustive analysis
of measurement error problem in the noisy panel data will be investigated in the
future. This investigation includes the test of the existence of measurement errors
(e.g., Hausman test) and the derivation of the standard error of uncertainty terms
by using simulation technique.

Estimation of Parameters of the Model

In the equation (4.11), the expectation of total error terms is not zero, so we
cannot get the consistent estimates of the parameters of the model. Thus, we use
the differenced form of (4.11) to get the mean zero error. The basic equation for
the GMM estimation is



40 THE KOREAN ECONOMIC REVIEW Volume 12, Number 1, Summer 1996.

i CA. 1\ 1 ; Y ~
(417) Ui 14 Aln ( 2 ) 7(1 _P) Aln R .., —WI__;T Aln M, t+1y

it

Hvx{tﬂ | Ii,t—z) = Oa

where

vl{H—l = Wi 0 — 20, + wi +Wil_—p7 (%&{.ZHI _—é’&{,:z — &1 +£1/z)

y—1 _
+ E(ET) e — 7).

We form the GMM estimators for ¥ and p, exploiting the fact that the fam-
ily z-th information set at time #, I, is of no help in forecasting future
economy-wide shocks. Generally, the GMM estimation can be applied to a set of
stochastic Euler equations which in turn implies a set of population orthogonality
conditions [see Hansen (1982)]. In our linearized version of the Euler equation,
we have the nonlinearity in parameters.”

It will be noted that the nonstationarity of variables makes the estimation of
Euler equation and parameters of the model biased and inefficient. However, the
variables used are in log-differenced form, not in levels form. Also we use micro
panel data. These two points may make the nonstationarity problem of the time
series data somewhat mitigated.

V. EMPIRICAL RESULTS
5.1. Estimates of Uncertainty Terms

We present the magnitude of uncertainty terms as a key to explaining the ex-
cess of consumption growth puzzle. The total sample includes 2,498 observations.
By the wealth-income criterion, we have the high-wealth sample with 1,173 obser-
vations and the low-wealth sample with 1,325 observations.

High-wealth sample

This sample represents the families whose wealth is greater than 2-months’
worth of income. Qur breakdown of the total sample into two groups depends
on the wealth-income ratio. The more specific concept of liquidity (or borrowing)

& Because equation (4.17) implies MA(2) error structure, instruments at time t-2 or earlier can be
used to estimate equation (4.17). To get the positive semidefinite weighting matrix under MA(2) error
structure, we use the Newey-West method [see Newey and West (1987)].
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constraints does not correspond exactly to our splitting of the sample. Small we-
alth is a necessary but not sufficient condition for liquidity constraints. Zeldes
(1989a) defines liquidity constraints as wealth being nonnegative in every period
(A, = 0, V), but he uses the wealth-income ratio to classify the sample into the
liquidity constrained and unconstrained groups. Our model does not allow liquid-
ity constraints, so, loosely speaking, the splitting of the sample may be served as
a basis for another type of alternative hypothesis against our model specification.
We have a 2.0% cosumption growth rate and 3.5% income growth rate. Average
real income is $20,449 and average real wealth is $24,486. Marginal tax rate is
31% compared to 24% for the low-wealth group.

The estimation results are presented in Table 2. The first set is Aln(R.,-.),
7= 1,, 5 Aln(.), AMRT, ..., &5 HRYR, . ., and &ln( PAS, ..., where
¥.: 1s the disposable income, HRYR,, is hours worked, and PAS,, is after-tax
gross passbook rate of family ¢ in period {. The second set has In(R., ,),
In(y..), MRT,,,, and In( PAS,..,), & = 2, 3. Finally, we will use as the third
set, Aln(R/,.), Aln(M,,), Aln(y,.). AMRT, ., and & HRYR,, .. The
estimates of the Euler equation coefficients are insignificantly different from zero.

[Table 2] Estimates of uncertainty -high-wealth sample

A. Estimates of Euler equation

, Instrument 1 Instrument 2 Instrument 3
R 8 8 8. 8, 8.
7 —0.3801 0.4051 0.4061 | —0.4801 | —0.4551 0.1750
(—0.174) (0.175) (0.181) | (—0.202) | (—0.206) |  (0.075)
7 0.1112 | —0.1927 0.0541 | —0.1119 0.0962 | —0.1702
(0.460) | (—0.432) (0.220) | (—~0.248) (0.300) | (—0.298)
7 —0.0847 0.0209 | —0.0193 | —0.0342 0.2247 | —0.3520
(—0.211) (0.135) | (—0.048) | (—0.215) (0.478) | (—1.109)
v 0.0417 | —0.0253 0.0568 | —0.0287 03112 | —0.2979
(0.206) | (—0.132) (0279) | (—0.150) | (0.672) | (—0.653)
7 0.1582 0.0171 0.1770 0.0082 1.2385 | —0.2346
(0.268) 0.122) (0.297) (0.057) (1.143) | (—1.189)

Note : t-statistics are in parentheses.
*:significant at 10% level  *%:significant at 5% level
Instrument 1={Aln(Rf,:-z), ] = 1,"',5, Aln(y,-, r—z), AMTRl.r—z,
Instrument 2={Aln(Rf_¢-k), ln(y,;t_k), MTRz.f*k, ln(PASz.t—k), k= 2, 3},
Instrument 3 ={AIn(R/,-), M’,-), Aln(3 ), AMTR, -, AHRYR, 3}

_ 1 __r—1
B = 7,(‘0__1) s By = 7’(,0"1)
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B. Portion of uncertainty terms out of total variances

Eq’s | Ratio-A | Ratio-1 | Ratio-2 | Ratio-5 | Ratio-10 | Ratio-Z
7' 54.8 3.8 n.a na na 0.1
7 93.4 84.8 73.0 n.a n.a 1.0
INST 1| # 959 92.1 88.6 794 67.5 0.0
r 99.0 98.1 97.1 944 89.9 0.1
7 87.7 78.0 70.3 54.0 389 0.0
7 499 n.a n.a n.a n.a 0.4
7 98.3 96.5 94.4 86.2 59.3 0.5
INST 2| # 99 8 99.6 99.3 98.7 97.5 1.0
7 98.2 96.5 94.9 90.1 329 0.1
7’ 85.1 74.1 65.6 48.8 4.1 0.0
7 50.7 30.6 19.7 4.6 n.a 1.5
7 949 88.7 80.7 343 n.a 0.8
INST 3| # 80.8 46.9 na na n.a 17.3
r 69.9 413 14.1 n.a na 3.0
7' 22.5 11.3 6.8 1.8 n.a 04

Note: All values are in percent. Ratio-A is the case for ¢, = 0, ratio-I, ratio-2,
ratio-5, and ratio-10 are the cases for ¢, = ¢, o, = 205., 0, = 54, and o,
= 104, and ratio-Z is the case for &, = 0. The n.a. denotes the case where
maximum o, is less than #e’, # = 1, 2, 5, and 10. »'~#" are the individual
rates of return on stock indexes of Industry 400, Transportation 20, Util-
ites 40, Finance 40, and on Treasury Bill, which are entered into each Eul-
er equation.

To increase the significance of the estimates deserves further investigation. The
family-specific variance term constitutes a large portion of complete variance ter-
ms in our model. Kuehlwein’s (1987) estimated variances of uncertainty terms are
unrealistically small; relative to the variance of measurement error, they consti-
tute only 3% of the variances of the total error terms. In our model, however. in
the case o, = o, and o, = 507, the variances of uncertainty terms, on the average,
67.3% and 59.2% of the variances of the total error terms, respectively. They are
71.6% and 58.5% if we choose the cases where the coefficient of uncertainty ter-

1 . " . . .
ms (———27(1 = ) is positive. Thus, in our model, uncertainty in the future con-

tributes to explaining the excess of consumption growth puzzle.

To be more specific, if we rewrite (4.10) as equation (4.18), and compapre it
with the Euler equation (4.19) of Kuehlwein (1987,1991), we get
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If we consider the cases where we exclude negative estimates of =0 the
estimates of 27(11—p range from 0.0209 to 0.6193 in (4.18). In (4.19), the hypo-

thetical values of -ﬂ—llfloy are from 0.05 to 1.00. The corresponding average esti-

mate of &’ is 0.9014 in case o, = o, and 1.0520 in case o, = 5. in (4.18), and
0.0330 in (4.19). Therefore, the uncertainty terms implicit in (4.18) contribute
much more than those in (4.19) to explaining the positive consumption growth.
The explanation of the excess of consumption growth puzzle by the future uncer-
tainty seems to be better supported by our model than by the time-additive
CRRA expected utility model employed by Kuehlwein (1987, 1991) and Zeldes
(1989a). The factors which might generate the Euler equation errors will directly
affect the estimates of our uncertainty terms.’

Low-wealth sample

This sample represents the families whose wealth is less than 2-months’ worth
of income. We get a consumption growth rate of 4.5% and income growth rate
of 2.8%. In Table 3, the estimates of the Euler equation coefficients and estim-
ates of uncertainty are presented. One sixth of the estimates of the regression co-
efficients are statistically significant at the 5% level, and one third of them are
significant at the 10% level. The estimated fraction of the total variances due 1o
measurement errors is only 10% in case o, = &, and 25% in case o, = 5a, . wh-
ich is contrasted with 84% obtainted by Kuehlwein (1987) using the CRRA
expected utility model. Also the fraction is 2% and 7% respectively for the case

" The general limitations of these results are that we do not estimate the individual parameters of
the model and do not test the overidentifying restrictions of the model. Also, we do not get the stan-
dard errors of the uncertainty terms. The insignificant estimates of the Euler equation may indicate
that rates of return may have little effect on intertemporal consumption decisions, or that the data are
simply not informative of the true values of the parameters. Later, we will present the estimates of the
individual parameters of the model as a system by the efficient estimation technique of GMM and test
the overidentifying restrictions of the model. So, our explanation of positive consumption growth by
uncertainty terms in the Euler equation is suggestive.



[Table 3] Estimates of uncertainty - low-wealth sample

A. Estimates of Euler equation
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Eq Instrument 1 Instrument 2 Instrument 3
S
B B: B 8- B B:
v 3.3803 —3.8649* 3.3146 —3.7882 3.6788* | —3.9406*
(1.536) (—1.657) (1.475) (—1.588) (1.660) (—1.679)
7 —0.4941** 0.5884 | —0.4886** 0.5780 —0.2582 0.1869
(=2.071) (1.329) (—2.021) (1.294) (—0.811) (0.327)
v 0.1551 | =0.3201** 0.1365 —0.3027*| —0.2285 0.1078
(0.380) (—2.074) {0.334) (=191 (—-048D) (0.339)
r -0.3252 —0.0695] —0.3318*| —0.0659 0.2294 —0.6183
(—1.622)| (—=0371)| (—1.650)| (—0.351) (0.486) (—1.344)
7’ —0.9628 | —0.3649**| —0.9388; —0.3508**| —0.2520] —0.4587**
(—1.390) (=2637)] (—1.542)] (=2.505)| (=0202)| (—2.072)
Note: See Table 2-A.
B. Portion of uncertainty terms out of total variances
Eq’s | Ratio-A | Ratio-1 | Ratio-2 | Ratio-5 | Ratio-10 | Ratio-Z
7 24.6 n.a n.a n.a n.a 0.1
v 93.7 87.1 80.1 56.7 6.4 0.3
INST 1| 7 99.4 98.7 98.0 95.8 91.4 52
7 973 94.8 924 85.8 76.6 0.0
7 79.0 64.4 53.7 337 17.5 0.0
7 25.3 n.a na na n.a 0.1
7 93.9 87.4 80.6 579 10.4 0.3
INST 2{ # 99.5 99.0 98.5 96.8 934 59
7 97.2 94.6 92.1 85.3 75.9 0.0
7 79.8 65.6 55.1 35.2 18.9 0.0
7 20.5 n.a n.a na na 0.3
7 98.2 96.4 94.7 89.6 81.7 0.2
INST 3| # 98.4 96.9 954 91.1 84.6 0.8
7 98.7 97.2 95.5 87.4 31.7 16.7
7’ 98.4 96.7 94.9 88.5 72.8 3.5

Note: See Table 2-B.
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of the positive coefficient of uncertainty terms.

L e . 1 . : 1
With a positive coefficient of TT=p) in (4.18), the estimates of A= p)

are from 0.0683 to 1.8394, and in (4.19) the hypothetical values of —ml_—p)— are

between 0.05 and 1.00. And the corresponding average estmate of ¢ 1s 3.0290 in
case o, = o, and 2.5637 in case o, = 5o, in (4.18), and 0.4410 in (4.19).

Therefore, our model has the advantage over the time-additive CRRA expec-
ted utility model of being able to explain the excess consumption growth by
means of future uncertainty for the case of positive coefficient of uncertainty ter-
ms. Overall, we may conclude that future uncertainty trom the general recursive
utility framework partially serves to explain the excess of consumption growth
puzzle in the sense that uncertainty terms are sizable relative to measurement er-
ror terms in the Euler equation.

5.2. Estimates of Parameters of the Model and Test Results

Here, we estimate the parameters of the model, (¥.s), using the GMM esti-
mation, and test the hypothesis of the expected utility and overidentifying restric-
tions of the model. We use four equations, which include returns on Industry
400, Utilities 40, Finance 40, and Treasury Bill, respectively.

Estimates of Parameters of the Model

In our framework with MA(2) error structure, (4.17), variables at time t-2 or
earlier are valid instruments. We choose {constant. Aln( R;,-;), Aln( R} ,_.)} as
instrument 1, where R' and R’ are gross returns on Industry 400 and Treasury
Bill, {constant, Aln( R!...), Aln( PAS,._))} as instrument 2, where PAS is the
after-tax gross passbook savings rate, and iconstant, 2 In( R} ,..), HWMTR, .}
as instrument 3, where HWMTR is the marginal tax rate for GMM estimation.

The main results are as follows. In the high-wealth sample case presented in
Table 4, the elasticity of intertemporal substitution is estimated to be greater than
one in all cases.”

The estimates of « and p indicate that both parameters are significantly dif-
ferent from zero, so, like Bufman and Leiderman (1990), the logarithmic expected
utility function (@ = p = 0) and the non-expected utility function with logarith-

® This result is quite different from that of Hall (1988) and Epstein and Zin (1987b, 1991) but is
similar to the results of Mankiw, Rotemberg, and Summers (1985), Shapiro (1984), Singleton (1990),
and Bufman and Leiderman (1990). The use of micro data set might be partially responsible for this
high estimated value of the elasticity of intertemporal substitution. Also we may conjecture that these
different magnitudes of estimates of the elasticity of intertemporal substitution between the aggregate
and individual data are due to aggregation bias.
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[Table 4 GMM estimation and test results - high-wealth sample

INST 1 INST 2 INST 3
y ( _ g) 0.2371 0.2040 0.2972
P 0.0073) (0.0139) (0.0180)
,, ( - _1-) 1.2904 4.0002 4.0007
I—p (7.2556) (9.2824) (2.2574)
RRA(= 1—a) 0.9466 0.8470 0.7770
(1.0332) (0.1245) (0.0799)
P 0.2251 0.7500 0.7500
(4.3571) (0.5801) (0.1410)
J10) 400.81 393.82 395.16
[0.00] [0.00] [0.00]
t-value —104.76** —57.19** ~39.00*
(Ho Y= l)
observation 768 768 768
sample period 1978~1983 1978~ 1983 1978~ 1983

Note: Asymptotic standard errors are in parenthesis and p-values are in square
brackets. INST 1 = {constant, AIn(R; ,..), Aln(R;,..)}, INST 2 = {con-
stant, Aln(R% ), AIn(PAS. ;..)i. INST 3 = {constant, Aln(R’ . .),
HWMTR. ..}

*: significant at 5% level #% significant at 1% level

mic preference (@ = 0, p # 0) are not reflected by the data. The RRA coef-
ficient, which is estimated to be statistically significant, is very close to unity.

Overall, we find that with the PSID data, the elasticity of intertemporal sub-
stitution is greater than one, that the coefficient of relative risk aversion is gener-
ally less than one but fairly close to one, and that consumers reveal that they
prefer the early resolution of uncertainty (a < ). That is, they dislike risk more
than intertemporal fluctuations. In contrast, Epstein and Zin (1991) report that
consumers typically exhibit the late resolution of uncertainty, using the time ser-
ies aggregate data. We might argue that the implication of the consumer’s beh-
avior is quite different between the aggregate data and individual data. Thus. the
more exhaustive analysis of the aggregation problem shoud be an item for fur-
ther research.”

9 The striking difference from the existing literature [Hall (1988), Epstein and Zin (1991), and Giov-
annini and Jorion (1989)] is that the elasticity of intertemporal substitution is greater than one, imply-
ing much more shift in consumption between periods according to the change in the environment.
However, our results are consistent with Bufman and Leiderman (1990) and nearly correspond to
Mankiw, Rotemberg, and Summers (1985), Shapiro (1984), and Singleton (1990).
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[Table 5] GMM estimation and test results - low-wealth sample

INST 1 INST 2 INST 3
¥ ( _ g) 0.2218 0.1616 0.2844
o 0.0112) (0.0053) (0.0192)
. ( _ 1 ) 3.3054 8.0708 4.0007
I=p (4.1513) (3.4817) (5.3500)
RRA (= 1 —a) 0.8453 0.8585 0.7867
(0.0904) (0.0113) (0.1032)
P 0.6975 0.8761 0.7500
(0.3800) (0.0535) (0.3343)
J(10) 424.28 437.01 448.69
[0.00] 10.00] [0.00]
t-value —69.40** —159.25* —37.21*
(Ho Y= 1)
observaton 852 852 852
sample period 1978~1983 1978~ 1983 1978 ~1983

Note: See Table 4.

In the low-wealth sample, presented in Table 5, the elasticity of intertempor-
al substitution is slightly greater than that in the high-wealth sample and other
estimates are very similar to those of the high-wealth sample.

Test Results

In high-wealth sample, from the estimate of ¥, we can test the hypothesis of
the expected utility, H,:¥ = 1. All the cases show the rejection of the expected
utility hypothesis. These results may encourage us to use the non-expected utility
model for empirical study.

The discouraging result is that the test of the model’s overidentifying restric-
tions using Hansen’s J-statistic leads to the rejection across all instruments.
Epstein and Zin (1991) show that the test of the overidentifying restrictions is se-
nsitive to the choice of the instruments. We conclude that although the nested
test of the hypothesis of the expected utility is clearly rejected in favor of the
non-expected utility model, the Euler equation violation for which the expected
utility model is criticized, is not overcome by the general recursive utility structure
of Epstein and Zin (1989, 1991) with our micro data set. Hence, the empirical
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performance of the non-expected utility model should not be exaggerated.”

In low-wealth sample, the expected utility hypothesis, H,:¥ = 1, is rejected
and Hansen’s J-statistic shows the rejection of the model. The above results are
somewhat insensitive to the instruments.

Informal Test for Liquidity Constraints
As we reject the model in both cases, the explanation of the rejection of the
model by liquidity constraints does not seem to be appropriate in our case.

VI. CONCLUDING REMARKS

The simple permanent income hypothesis with the certainty equivalence-quad-
ratic utility implies the martingale property of consumption. Recent empirical re-
search often rejects the time-additive expected utility model of the permanent in-
come hypothesis. This rejection may be due to either the failure of the permanent
income hypothesis or the misspecification of the underlying preferences.

The failure of the simple permanent income hypothesis leads to some con-
sumption puzzles; the excess of consumption growth - persistent growth of con-
sumption, even when the real interest rate has been negative - and the excess sen-
sitivity of consumption to income. This failure is remedied by dropping certainty
equivalence and using the CRRA or CARA time-additive expected utility func-
tion. Until now, their theoretical explanation has had little empirical support.

In this respect, we focus on the specification of the preferences in order to see
if the departure from the time-additive expected utility can explain the consump-
tion puzzle theoretically and empirically. We expect that the application of the
non-expected utility framework to consumption puzzle may be fruitful, and that
this explanation by the non-expected utility model may be useful in understand-
ing consumer behavior. The main results of the paper are as follows.

First, we investigate the compatibility of the permanent income hypothesis
with consumption growth. Specifically, we try to explain the excess of consump-
tion growth puzzle, first posed by Deaton (1987). Using the stochastic intertem-
poral optimization framework with the general recursive utility, we can better ex-
plain the steady positive consumption growth under the negative real rates of re-
turn. Although Kuehlwein (1987) can explain this puzzle by considering the ef-

0 Giovannini and Jorion (1989) argue that the relaxation of the reciprocality between the coef-
ficient of relative nisk aversion and the elasticity of intertemporal substitution does not improve the fit
of the model. Whenever the overidentifying restrictions of the expected utility model are rejected, they
are also rejected in the non-expected utility model. Bufman and Leiderman (1990) show that the over-
identifying restrictions of the non-expected utility model are not clearly rejected by the Israel data at
the standard significance level. In view of the performance of the model, Epstein and Zin’s (1991) re-
sult lies between the results of Giovannini and Jorion (1989) and Bufman and Leiderman (1990).
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fects of uncertainty in the form of variance terms in the Euler equation for con-
sumption, these uncertainty terms constitute only 3% of variances of the total er-
ror terms in the high-wealth group, and 16% in the low-wealth group. In our
model, if the coefficients of the uncertainty terms are posotive, these uncertainty
terms constitute 72% in the case where o, = o, and 59% in the case where o, =
506, of variance of the complete error terms in the high-wealth group, and 98%
in the case where o, = ¢/ and 93% in the case where o, = 54, in the low-wealth
group.

In our estimation of the parameters of the Euler equation and uncertainty te-
rms, we consider measurement errors for consumption and the family’s portfolio,
which are a typical problem in using the micro data set. The limitations of these
results are that we do not estimate the mdividual parameters of the model and
do not test the overindentifying restrictions of the model. In addition, we do not
derive the standard errors of the uncertainty terms. Overall, by using the general
recursive utility structure under the stochastic intertemporal optimizaton frame-
work, we can explain the excess of consumption growth puzzie better than the
CRRA expected utility model, in the sense that uncertainty terms relative to
measurement error terms are more sizable than those in the CRRA expected util-
ity model of Kuehlwein (1987, 1991).

Second, we estimate the parameters of the model, the coefficient of relative
risk aversion and the elasticity of intertemporal substitution, and test the hypoth-
esis of the expected utility and the overidentifying restrictions of the model, using
the non-expected utility model of Epstein and Zin (1989, 1991) with the PSID
micro data set. The GMM estimates of the elasticity of intertemporal substitution
are greater than one, which are contrasted with the results of Hall (1988) and
Epstein and Zin (1991) where almost all estimates are less than one, and the
GMM estimates of RRA coefficients are slightly less than one, whereas Epstein
and Zin (1991) estimates these coefficients around one. The results of test of the
model are mixed. The expected utility hypothesis is clearly rejected in favor of the
non-expected utility model, however, the test of the overidentifying restnctions of
the model using Hansen’s J-statistic leads to the rejection across all instruments.
The question of whether the violation of the Euler equation is due to either the
intertemporal optimizing model itself or some auxiliary assumptions for deriving
testable impilications remains open for future research.

Although the analysis in this paper provides a useful basis for understanding
consumer behavior, it also suggests some directions for future research. First, in
general, the intertemporal model in this paper does not include labor income ex-
plicitly. However, this inclusion enables us to study the effect on consumption of
the time series property of income process and to investigate the excess smooth-
ness of consumption to unanticipated income. Second, more exhaustive analysis
of measurement error problem in the noisy panel data merits investigation. Gen-
erally, micro data are considered more inaccurate than aggregate data. We think
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that there is room for the empirical work in this paper to be improved. Third, we
do not derive the standard error of uncertainty terms. So, some simulation tech-
nique may be useful to provide us with estimates of standard errors of uncer-
tainty terms, and with some economic implication for consumption given noisy

data.
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