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Abstract

We investigate the impact of market power of banks on their risk-taking, using bank-level data from 35 emerging economies during the period of 2000-2014. We set up a semiparametric model of the market power-bank risk nexus, and conduct estimation applying the Bayesian inference, which provides with consistent evidence that there is a significant nonlinear relationship between market power and risk-taking of banks. Bank stability is found bolstered with higher market power, but this relationship tends to weaken and even reverse as banks’ market power grows further over a threshold level. Our empirical findings support the “competition-fragility” view on the relationship between market power and banks’ risk-taking,   until the “competition-stability” view comes into effect when banks’ market power continues increasing and reaches a high level. 
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1. Introduction
How the market power of a bank affects its risk-taking is an important question not only to economists but also to financial policy-makers. However, the nexus between the market power and the risk-taking of banks—even with the rich size of theoretical hypotheses and empirical examinations—remains still ambiguous. The “competition-fragility” view, also referred to as “concentration-stability”, suggests a negative relationship between a bank’s market power and its risk-taking; or alternatively speaking, a trade-off between market competition and bank stability.[footnoteRef:2] Lower competition in banking sectors causes higher market power of banks,[footnoteRef:3] thus enhancing their charter value, allowing them to obtain informational rents, and bringing about better exploited economies of scale and scope. Each of these effects can counteract banks’ incentive to take excessive risk and thus yield higher financial stability.  [2:  Higher market concentration is conventionally perceived to be associated with lower competition. However, with some counter-arguments such as Claessens and Laeven (2004), the relationship between concentration and competition needs to be more carefully scrutinized. ]  [3:  In this paper, we follow the general belief that market power is overall negatively (positively) associated with competition (concentration), although it is acknowledged that there are possibilities that market power or the price-cost margins might increase with competition (Stiglitz, 1989).  ] 

In contrast, the notion of “competition-stability” (or, “concentration-fragility”) argues that a more competitive banking sector can erode banks’ market power, forcing down interest rates and lowering the probability of borrower default, and hence ameliorate the risk profile of banks. Market discipline faced by oligopolistic banks is less likely effective due to the presumption of government implicit guarantee, resulting in lower monitoring efforts of investors and higher tolerance to bank risk-taking. Meanwhile, the “quiet life” enjoyed by banks with predominant market status may also relax their aversion to potential risk and lead to higher bank fragility.  Given the opposing, even contradictory nature of the theoretical arguments and empirical evidence above, the association between banks’ market power and their risk-taking remains vague. 
The two sides of the above “market power-bank risk” debate may both be valid if the marginal effect of market power on bank risk varies, resulting in a nonlinear relationship. When the stability-increasing force of market power outweighs its stability-decreasing force, a bank’s risk is expected to decrease when its market power increases. But, if the latter force is strengthened with market power, offsetting the former force, the risk of banks likely turns to increase. In this paper, we investigate  how the opposing views on the market power-bank risk association can be reconciled for the banking sector in emerging economies.   
This paper contributes to extant literature in a number of dimensions. First, we study the impact of market power on bank risk-taking by employing a semiparametric model, which allows that the effect of market power is flexible, likely nonlinear, but without imposing an explicit functional form. A common practice in related works has been to regress a proxy of bank stability or risk on a measure of market power and its quadratic term, thus limiting the functional form of the “market power-bank risk” relationship to either U- or inverted U-shape. In our paper, we model the impact of market power using a spline to allow for a more flexible association between market power and bank risk-taking. We compare the results based on fully parametric estimations—with and without the quadratic term of market power—with those in our semiparametric estimation, and find that the latter seemingly outperforms.  
Second, our investigation, including both the measurement of bank-level market power and the semiparametric estimation, is conducted using the Bayesian approach, which has been increasingly adopted in many economic areas. Despite some disadvantages,[footnoteRef:4] the Bayesian approach has certain attractive features in comparison to classical frequentist methods. For instance, assuming that the parameters to be estimated are random, the Bayesian approach does not rely on the frequentist assumption that the parameters are fixed and the data generating process is repeatable, which has been acknowledged to be often infeasible. Exact posterior distributions in Bayesian analysis can be estimated by using Markov chain Monte Carlo methods (MCMC), without reliance on asymptotic normal approximation. In addition, Bayesian credible intervals can be directly interpreted as the probability that the true parameter lies in the given range, whereas the frequentist confidence intervals cannot.[footnoteRef:5] Despite these benefits, the adoption of the Bayesian approach—in particular, the Bayesian semiparametric method—has generally been absent in previous studies concerning market power and bank risk.[footnoteRef:6]  [4:  The uses of prior distribution in the Bayesian approach are traditionally questioned because of their potential subjectivity. In order to overcome this problem, non-informative priors are commonly used in many studies. In this paper, we assume our priors by following extant related literature and use non-informative priors otherwise. We experiment many alternative priors to secure the robustness of our results.  ]  [5:  To be specific, a 95% frequentist confidence interval means that, if the same experiment is repeated numerous times and confidence intervals are computed every time, 95% of those intervals contain the true value of the estimated parameter. However, for any given confidence interval, the probability that the true value is in that interval is either 0 or 1, but it cannot be known which. In comparison, a 95% Bayesian credible interval is interpreted as a range for a parameter such that the probability that the parameter lies in that range is 95%.]  [6:  Some related research employ the method of Bayesian model averaging to address the determinants of firm risk. For example, Baele et al. (2015) examine the driving factors of equity returns of US Bank Holding Companies, and Figini and Giudici (2017) investigate the causes of the default risk of small and medium enterprises. Jensen and Maheu (2014) use the Bayesian nonparametric approach to explore the linkage between listed companies’ returns and variances.] 

Third, we focus our sample on emerging economies, a bloc of countries which have in recent decades experienced rapidly increased economic might and significant financial openness, but meanwhile frequently suffering from banking system disorders (Daniel and Jones, 2007; Laeven and Valencia, 2013). As a traditional target of their structural reforms, emerging economies have been promoting greater liberalization and competition in their banking sector for efficient allocation of financial resources. However, the potential trade-off between liberalization and stability remains understudied. Moreover, banks still constitute the dominant part of the financial system, and are the major financing source in most emerging economies (Cihák et al., 2013), implying that an increase in bank risk in these countries may have a more detrimental effect than in those that are less bank-dependent (Kroszner et al., 2007). Therefore, whether there is a competition-risk nexus is critically relevant for not only an optimal liberalization policy design, but also the long-term financial stability and economic growth in these countries.
Our results provide consistent evidence for a flexible nonlinear association between the market power and the risk of banks. As banks’ market power increases, their risk decreases while stability increases. However, this positive impact tends to flatten out and even reverse as market power grows further and exceeds a certain threshold. This finding indicates varied risk impacts with heterogeneous levels of bank market power. We also investigate the channels through which market power affects the risk-taking of banks, whose profitability and capitalization are found to increase with their market power, whereas the volatility of bank returns decreases first but then increases with market power heightened. Our main results are not changed qualitatively in a series of robustness examinations.
The rest of the paper is organized as follows. Section 2 provides a brief review of prior literature. Section 3 introduces our data and main variables, followed by the introduction of the semiparametric model with Bayesian inference in Section 4. Section 5 documents our main empirical results, along with a series of robustness tests. Section 6 concludes.

2. Literature review
A large body of works in the “competition-fragility” (“concentration-stability”) line of discourse suggests that banks with greater market power have higher stability because of several reasons. First, suggested by Keeley (1990), Demsetz et al. (1996), Hellmann et al. (2000), Repullo (2004) and many others, the “charter value” associated with market power can exert a disciplining effect that restrains banks’ excessive risk-taking behaviors. When facing a greater pressure to create profits, bankers have stronger incentives to “search for yield” in more competitive banking markets.[footnoteRef:7] However, in more concentrated markets, market power allows banks to enjoy more lucrative returns which result in higher opportunity costs in the case of failure, thus deterring banks’ incentive for aggressive risk-taking. Higher profits can also increase banks’ cushion to external shocks by either increasing retained earnings or by encouraging more capital donation by shareholders to lower the probability of insolvency. Additionally, Perotti and Suarez (2002) suggest a “last bank standing” effect which would strengthen the standard “charter value” effect, that is, increased market power stimulates financial prudence as banks expect to obtain larger long-term profits after their competitors fail. [7:  This incentive for risky bets is strengthened as the limited liability system enables banks to shift their losses to depositors.] 

Second, owing to higher earned informational rents, banks with greater market power have a stronger incentive to scrutinize and monitor their borrowers, thus reducing their likelihood of failure (Allen and Gale, 2004; Dell’Ariccia and Marquez, 2009; Rungcharoenkitkul, 2015). Dell’Ariccia et al. (2012) find supportive evidence that, banks’ lending standard declines more greatly in markets where competition is exacerbated by the entry of new and large lenders. Canimal and Matutes (2002) suggest that, although the high interest rate charged by monopolistic banks likely induces borrowers to undertake riskier projects, banks’ vulnerability may not necessarily be deteriorated if the favorable force of greater monitoring effort is more pronounced. Petersen and Rajan (1995) suggest that, in order to extract long-term rents, monopolistic banks may subsidize distressed borrowing firms by charging lower interest rates, which likely reduces the likelihood of borrower default. 
Third, banks with greater market power may better exploit economies of scale and scope. Large banks may own higher efficiency or business diversification, which generate higher profits and enhance their stability. In line with the proposed “efficient-structure” hypothesis, Goldberg and Rai (1996), Maudos and Fernández de Guevara (2007), and Williams (2012) find evidence that banks’ efficiency is positively associated with their market power. With respect to the impacts of business diversification on bank stability, Diamond (1984) and Boyd and Prescott (1986) suggest a favorable force to reduce the cost of information and thus increase cost efficiency. Boyd et al. (1993) find that mergers of bank holding companies with insurance firms reduce the former’s risk.[footnoteRef:8]  [8:  Contagion may be another channel via which market power may affect financial stability. Allen and Gale (2000) show that, in a perfectly competitive banking sector where no bank owns significant market power, an arbitrarily small shock relative to the economy might be more contagious and cause a systemic crisis. By contrast, Allen and Gale (2004) suggest that the economy would be less susceptible to financial contagion when the market is more concentrated and oligopolistic banks provide sufficient liquidity to the market in order to secure their own solvency.] 

In contrast, the “competition-stability” (“concentration-fragility”) hypothesis argues that the stability in the banking sector would increase amid greater market competition and lower bank market power. Based on the framework suggested by Stiglitz and Weiss (1981), Boyd and De Nicoló (2005) and Boyd et al. (2006, 2009) argue that a more competitive banking market could drive down loan interest rates and increase the expected profits of borrowing firms, countervailing their incentive to shift to more risky projects. In this setting, lower risk-taking by firms translates into a favorable risk profile of banks. De Nicoló and Lucchetta (2011) establish a general equilibrium model and show that perfect competition is optimal and fosters the financial stability when there is technology displaying increasing returns to scale.  
Market discipline faced by dominant banks tends to be dulled amid lower monitoring efforts by investors, which may also induce imprudent risk-taking behaviors and increase the fragility of banks. Thakor (2015) suggests that a long period of sustained profitability, probably owing to banks’ monopolistic status, could cause bankers, investors and even regulators to overestimate banks’ skill to manage risk and underestimate the probability of adverse shocks, leading all agents to be more risk-tolerant and banks to invest in increasingly risky projects. Acharya et al. (2016) find consistent evidence for the hypothesis that an implicit government guarantee of the survival of large financial institutions reduces investors’ incentive to monitor and price the risk-taking of the latter, which thus enables them to borrow at excessively low costs. Hett and Schmidt (2017) find evidence for weaker market discipline on systemically important banks, and that market discipline is substantially deteriorated with the large scales of government intervention in the financial market during the 2008-09 financial crisis period.   
Market power may also undermine financial stability by reducing the efficiency of banks, as suggested by the “quiet life” hypothesis. Market power may allow bank managers to set prices in excess of marginal costs, thus relaxing their efforts and prudence. The lack of competition also makes it more difficult for bank owners to assess the performance of managers relative to other banks; hence incompetent managers are more likely to remain in their positions. Both outcomes likely cause risk to build up in banks. Some works, such as Rhoades and Rutz (1982), Berger and Hannan (1998), Casu and Girardone (2006), find evidence that banks in more concentrated markets exhibit lower operating efficiency.[footnoteRef:9] Meanwhile, large banks may be also “too complex to manage”, resulting in higher riskiness because of either over-expanded business scope or increased organizational complexity. Krause et al. (2017) find that banks with a higher degree of complexity seem to be less stable, and Chernobai et al. (2016) show that operational risk events in U.S. bank holding companies have increased significantly with their business complexity.           [9:  However, Koetter et al. (2012) find supportive evidence for the “quiet life” hypothesis when examining the impact of market power on banks' profit efficiency but the opposite result on cost efficiency.] 

Like the contradictory theoretical prediction, extant empirical literature provides only mixed results with respect to the nexus between bank market power and risk-taking. For instance, in line with the “competition-fragility” view, Beck et al. (2006) use country-level data on 69 countries during the period of 1980-1997 and find that crises are less likely to take place in economies with more concentrated banking systems. Turk Ariss (2010), Agoraki et al. (2011) and Beck et al. (2013), alternatively using bank-level data, find that increased market power leads to higher bank stability. However, consistent with the “competition-stability” view, Schaeck et al. (2006), using 38 developed and developing countries as their sample, find that more competitive banking systems are less prone to systemic crises. Uhde and Heimeshoff (2009) find some evidence that banking market concentration has a negative impact on European banks’ financial soundness. Anginer et al. (2014) examine the listed banks in 63 countries and their result suggests that greater competition encourages banks to take on more diversified risks, making the banking system less fragile to shocks. Similar findings are also documented in some recent research like Goetz (2017) and IJtsma et al. (2017). 
Some works suggest a “neutral view” with respect to the risk impact of banks’ market power, that is, the “competition-fragility” and “competition-stability” views can be simultaneously valid. Ogura (2006) argues that increased interbank competition decreases the credit risk taken by each bank but increases the aggregate risk taken by the entire banking sector. Park and Pennacchi (2008) suggest two competing impacts of market competition on banks’ profits: although competition erodes loan interest rates, it also reduces deposit interest rates. Berger et al. (2009), using different measures for banks’ overall risk and loan portfolio risk, find evidence that banks with greater market power have lower overall risk but meanwhile have higher loan portfolio risk. Fu et al. (2014), employing distinct proxies for market concentration and competition, find that both excessive concentration and competition lead to bank vulnerability in Asia Pacific economies. 
Few works investigate the potential nonlinear association between banks’ market power and their risk-taking; these works, too, present contradictory results. Martinez-Miera and Repullo (2010) propose that competition reduces bank risk in highly concentrated markets, but increases it in highly competitive markets. Among empirical research, Tabak et al. (2012) and Jeon and Lim (2013) find that both banks facing high and low competition tend to be more stable than banks in markets with average competition, thus suggesting a U-shaped relationship between banks’ market power and risk-taking. Jiménez et al. (2013) find some supportive evidence for a U-shaped relationship between market concentration and bank risk, but this nonlinear relationship fails to be detected when the measure of concentration is replaced by the measure of market power. Kasman and Kasman (2015) and Lapteacru (2017) both find that the marginal effect of market power on bank stability only increases with market power.[footnoteRef:10] However, all these works model the nonlinear effect of market power only by including a quadratic term of market power in a parametric framework, rather than using a semiparametric approach, which allows more flexible nonlinear relations. [10:  Tabak et al. (2012) and Lapteacru (2017) use a cross-country sample, i.e. Latin American and Central and Eastern European countries, respectively, while the others only use the bank data from a single country, namely, Korea (Jeon and Lim, 2013), Spain (Jiménez et al., 2013) and Turkey (Kasman and Kasman, 2015).] 


3. Data and variables
We use unbalanced bank-level panel data collected for more than 1000 banks in 35 emerging economies in Central and Eastern Europe, Latin America, and Asia with annual observations during the period from 2000 to 2014.[footnoteRef:11] We include commercial banks only in our sample, to minimize any possible bias due to the different nature and business scope among banks. In order to avoid selection bias, we include in our dataset not only existing banks but also those that have ceased business operations. We obtain the data used to measure banks’ risk-taking level and their characteristics from Bureau van Dijk's Bankscope database and authors' own calculation. [11:  To be specific, the selected economies include: Albania, Belarus, Bulgaria, Croatia, Czech Republic, Estonia, Hungary, Latvia, Macedonia, Moldova, Poland, Romania, Slovakia, Slovenia, Ukraine (Central and Eastern Europe); Argentina, Bolivia, Brazil, Chile, Colombia, Mexico, Paraguay, Peru, Uruguay, Venezuela (Latin America); China, Hong Kong SAR, India, Indonesia, Korea, Malaysia, Pakistan, Philippines, Singapore, Vietnam (Asia).] 


3.1 Bank market power 
First, following the practice of earlier works (e.g. Koetter et al., 2012), we use the efficiency-adjusted Lerner index to assess the market power of banks, which is based on the estimation of a translog cost function of banks, described below, by applying the stochastic frontier approach (SFA) suggested by Battese and Coelli (1992).[footnoteRef:12]  [12:  For U.S. commercial banks, economies of scale are shown to be an additional factor affecting the measurement of Lerner index (Spierdijka and Zaourasa, 2018).] 


(1)

                                 (2)
where TCijt denotes the total cost of bank i in country j in year t. yh (h = 1, 2, 3) represents the quantity of three bank outputs, namely, loans, securities and off-balance sheet activities. wm (m = 1, 2) denotes two prices of inputs, the price of funds, measured by the ratio of interest expenses over total liabilities, and the average price of other inputs, proxied by the ratio of non-interest operational expenses to total assets, respectively.[footnoteRef:13] We also include equity and fixed assets of banks as two netputs (NP) in the cost function. t denotes a time trend. Finally, we control for a number of macroeconomic variables as some other cost determinants, such as GDP per capita, GDP growth rate, interest rate and a dummy for financial crises.[footnoteRef:14] [13:  We experimented by assuming that there are three inputs, i.e., funds, labor and fixed assets, in banks’ operation and calculated their respective prices. The price of labor is measured by personnel expenses divided by total assets, and the price of fixed assets is calculated as the ratio of overhead cost, after ruling out personnel expenses, over fixed assets. Correspondingly, we use equity as the only netput. Although our estimation of market power is consistent with the result when using two input prices, the number of our observations is reduced considerably due to the limitation of data. The estimation results with three input prices are available upon request.   ]  [14:  When estimating equation (1), we impose the conventional symmetric restrictions that require αjk = αkj and βjk =βkj (j≠k). We also apply the constraints of price homogeneity by letting,  (m = 1, 2) and  (h = 1, 2, 3). ] 

The error term in equation (1), εijt, is composed of two parts. The first part, νijt, which is assumed normally distributed, represents measurement errors and the idiosyncratic variation in cost, while the second part, uijt, reflects the inefficiency of banks in conducting a production project that would render an optimal level of cost. Inefficiency is assumed to be an exponential function of a bank-specific effect ui and time t, i.e. uijt = ui exp(t), where ui is assumed to be truncated normal: ui ~ N+ (ζ, λ-1),[footnoteRef:15] and  captures the time effect on bank inefficiency. Our estimation is conducted by using the Bayesian approach and the priors are introduced later in Section 4.2. [15:  The assumption of truncated normal distribution for ui is based on the computed values in Deviance Information Criterion (DIC, see Spiegelhalter et al. (2002)), which indicates a higher goodness of fit when employing truncated normal distribution, other than half normal or exponential distribution. In Section 5.3, we alternatively assume an exponential distribution for ui as an examination for the robustness of our main findings. ] 

Given the estimate of equation (1), we calculate the marginal cost of output h (h = 1, 2, 3) as:


     (3)
and then construct the adjusted Lerner index for individual banks as:

                   (4)
where the sum of profit before tax (Profit) and total costs (TC) reflects the total revenue of banks. Similar to the conventional Lerner index, a higher value in the efficiency-adjusted Lerner index is interpreted as a greater market power associated with the bank.[footnoteRef:16] [16:  Documented by Koetter et al. (2012), the efficiency-adjusted Lerner index can be notably higher than the conventional Lerner index, as the divergence of output price from marginal cost is not only driven by banks’ market power but also affected by their efficiency. Without taking it into consideration, the calculated Lerner index may likely fail to suggest the true market power owned by banks.] 


3.2 Bank risk-taking
Following extant literature (Laeven and Levine, 2009; Houston et al., 2010, and many others), we adopt the Z-score (Z), a common proxy of the inverse probability of bank failure, as our primary indicator of bank risk-taking, which is defined as:

                         (5)[image: ] 
where ROA represents the return on assets, EA denotes the ratio of equity to assets, and σ(ROA) is the standard deviation of return on assets.[footnoteRef:17] A higher value in the Z-score denotes a higher level of bank stability, or alternatively speaking, a lower exposure to insolvency risk.  We later use each of the three components of the Z-score, i.e., ROA, EA and σ(ROA), as alternative dependent variables, which indicate  banks’ profitability, (inverse of) leverage risk and asset portfolio risk, respectively.[footnoteRef:18] [17:  We use a three-year rolling time window to calculate σ(ROA) (for example, see Beck et al. (2013)). We apply the natural logarithm to (1+ Z-score) to smooth higher values in Z-scores. Using 1+ Z-score is to avoid the truncation of the Z-score at zero. We denote ln(1+ Z-score) as the Z-score in the latter part of the paper for brevity. ]  [18:  The variance of returns is commonly used as a measure of asset portfolio risk in extant literature (see Altman and Saunders (1998) and Berger et al. (2017) as examples).] 

However, banks with identical Z-scores across countries are likely to have different relative risk positions in their own market, given that banks’ Z-scores in some countries may be generally higher or lower than those in some other countries. We thus use the normalized Z-scores (Z_n) as an alternative indicator of bank risk:


                      (6)
where min (Zjt) and max (Zjt), respectively, denote the minimum and the maximum value of Z-scores for banks in country j in period t. The results thus lie in the range of [0, 1], indicating the relative levels of riskiness that banks are exposed to in their own country. A higher value of Z_n suggests that the bank has relatively greater stability/lower insolvency risk in comparison to its counterparts across markets. We also calculate normalized ROA, EA, and σ(ROA), reflecting the cross-market relative profitability, leverage and volatility of returns, and examine how they are affected heterogeneously by bank market power. 

3.3 Bank characteristics
In order to assess the impact of the market power of banks on their risk-taking,  we need to control for a series of bank characteristics that may be correlated with bank market power and relevant for the risk of banks.[footnoteRef:19] We control for the size of individual banks, measured by the assets of the bank as a share of the aggregate assets in the banking sector. Large banks, on one hand, likely take on more risk due to the presumption that it would be bailed out by government in case of failure (Boyd and Gertler, 1994; Afonso et al., 2014). On the other hand, large banks may own more advanced management skills which may help them to be better shielded from operational risk, causing the effect of bank size to be ambiguous. We also control for the liquidity of banks, measured by the ratio of liquid assets to total assets, as a potential determinant of bank risk. An increased holding of liquid assets may have a stabilizing force on bank credit (Cornett et al., 2011), while it is also likely that banks hold more liquidity amid a higher volatility on forecasted returns (Alger and Alger, 1999).  [19:  Banks’ capitalization is not included as an independent variable in our model since the equity-to-assets ratio, which is interpreted as the gauge of banks’ leverage risk, is a component of the Z-score. We have experimented including banks’ capitalization in our model, using its one-year lagged values, and find that our results are not significantly altered.] 

Another factor we control for is the time-varying operational efficiency of banks. As we estimate the cost function (1)-(2), the inefficiency of banks is jointly estimated as uijt. We follow Battese and Coelli (1988) to convert this inefficiency item into exp(−uijt) such that a higher value indicates a higher efficiency associated with the bank. As a large size of literature suggests, the riskiness of banks tends to decline with their operational efficiency (see Berger and De Young (1997) and many others). Next, following Demirgüç-Kunt and Huizinga (2010), we take the diversification of banks’ income and funding as control variables in our estimation. They are measured, respectively, by using the ratio of non-interest income to total operating income and non-deposit short-term funding as a share of the total short-term funding of a bank. Conventional wisdom posits that diversification translates into lower bank risk and stabilized returns, but many empirical studies find conflicting evidence (for example, Stiroh (2004)). 
In addition, we control for banks’ ownership status by introducing two dummy variables for bank ownership types, indicating if a bank is foreign-owned or domestically state-owned other than domestically private owned.[footnoteRef:20] Foreign banks may have a higher risk profile than their domestic counterparts in host markets, probably because of their information disadvantages, agency problems and the contagion of parent banks’ financial conditions (Chen et al., 2017). It is also expected that state-owned banks are more likely to be involved in risky bets compared to privately-owned banks, due to either political interventions or implicit government protection (Iannotta et al., 2013).         [20:  In line with the common practice of related works, we define a bank as foreign owned if more than 50% of its capital is held by foreign banks, firms, individuals or organizations. Following Chen et al. (2017), we track the year-by-year domestic/foreign ownership status for each bank in our sample by taking the following steps. We first check Bankscope for banks' ownership status in the last reporting year. Second, we identify the historical evolution of bank ownership by reading the profile on banks’ website, where the changes on ownership are usually documented. We also use the database of SDC Platinum, which records both within- and cross-border mergers and acquisitions in banking markets, to distinguish the year when a bank's ownership is changed. If we are still unable to identify banks’ ownership status, we resort to various sources such as banks’ annual reports, the archives of central banks and the Internet. We follow similar steps to identify domestic government-owned banks, defined as banks with 50% or more of capital owned by government, public institutions or state-owned enterprises.] 


3.4 Macroeconomic conditions
The impact of various macroeconomic conditions on bank stability has been documented in prior literature (see, for example, Demirgüç-Kunt and Detragiache (1998)). We first adopt two macroeconomic variables to control for the effect of business cycles, namely, the growth rate of real GDP and the inflation rate. We obtain real GDP by using nominal GDP adjusted by the GDP deflator, and the inflation rate is the percentage change in the consumer price index. Since some of the countries experience chronically higher/lower GDP growth rates or inflation rates than other countries, we apply the Hodrick-Prescott filter to these two macroeconomic series and use the cyclical parts as the proxies of business cycles. Interpreted as the extent by which a variable in a specific year deviates from its long-term trend, a positively higher value suggests the variable is relatively higher than its typical value, and vice versa.
We also control for a possible impact of monetary policy on banks’ risk-taking. The literature on the “risk-taking channel of monetary policy” suggests that the innovation of central banks’ monetary stance can be a significant determinant of bank risk (see Borio and Zhu (2012) and many others). We use the first-order difference of short-term interest rates as a measurement of changes in monetary policy. This indicator suggests a contractionary (expansionary) monetary policy stance when its reading is positive (negative), i.e., the interest rate is higher (lower) than that of previous period. The data needed for the above variables are drawn from IMF’s International Financial Statistics Database.
Banks have been observed to incur higher risk during crisis periods. In order to control for possible crisis effects during our sample period of 2000-2014, we include in our estimations a dummy variable for the episodes of banking crisis, currency exchange rate crisis and sovereign debt crisis in emerging economies. We identified the crisis periods from Leaven and Valencia (2013).[footnoteRef:21] [21:  We extend the database for the crisis periods available from Laeven and Valencia (2013) since it only covers the crises up to 2011.] 


3.5 Financial regulations and other control variables
In response to the scope and extent of financial regulations on banking activities, banks will choose the optimum level of risk-taking in their business operations. The empirical evidence that financial regulatory rules are an important factor affecting the risk of the banking sector has been reported in the literature (e.g., Barth et al., 2004, 2008 and Laeven and Levine, 2009). We therefore control in the estimation for the regulatory strength from four different aspects: the restriction on banks’ activity mix (Activity), the strictness of regulations on capital adequacy (Capital), the authorities owned by supervisory agencies to intervene banks’ structure and operation (Supervisory power) and the extent to which banks are exposed to private monitoring and public supervision (Market discipline).[footnoteRef:22] Using the survey data provided by Barth et al. (2004, 2008, 2013) and following the methodology suggested by Barth et al.(2004), we build country-level time-series indices for each of the above four regulatory aspects for each emerging economy in our sample. A higher score in these indices represents more stringent regulations.[footnoteRef:23] [22:  Because the regulatory and supervisory statuses are not surveyed each year by Barth et al. (2004, 2008, 2013), we assume that the regulation strength will be constant during the period between the previous and the current survey.]  [23:  For instance, the index of capital regulations is based on the answers to 9 survey questions such as: whether the minimum capital-asset ratio requirement is risk-weighted in line with the Basel guidelines, whether the minimum ratio varies as a function of market risk, whether the sources of funds to be used as capital are verified by the regulatory authorities, and others. Summing up the answers (1 for “yes” and 0 for “no”) yields a value that denotes the strictness of regulations on the capital requirement.] 

The banking market structure may affect the stability of banks (Claessens and Laeven, 2004). We use the Herfindahl-Hirschman Index (HHI), measured as the sum of the squares of an individual bank’s market share in total banking assets, to proxy the overall market structure of host markets. A higher value of HHI indicates that the banking market approaches higher consolidation.[footnoteRef:24] [24:  We experiment ruling the measurement of market structure out of our model and find no significant change in our results.] 

It has been suggested in the literature that the efficacy of deposit insurance systems affects the banking sector stability. Deposit insurance has been attributed as a source of moral hazard, which may facilitate more bank credit to high-risk, high-return projects (Lambert et al., 2017). Using the data from Demirgüç-Kunt et al. (2013) and following Barth et al. (2004), we construct a composite index, Deposit insurance, measuring the strength of the deposit insurance coverage, by summing up various design features of deposit insurance schemes, such as the coverage limit as a share of GDP per capita, the source of funding, the compulsoriness of membership, and others.
We also control for Financial depth, measured by the ratio of aggregate deposits over GDP, as a potential determinant of the risk-taking levels of banks (Delis and Kouretas, 2011). A higher prominence of banks in providing credit could imply a higher sophistication of the banking sector, while it may also reflect the credit constraints faced by borrowers. The degree of financial depth thus may have competing impacts on the stability of banking markets.
Finally, as La Porta et al. (1998) have argued, institutional environments, including the effectiveness of contract enforcement and the legal protection on creditors, also affect financial development significantly. Following the literature of “law and finance”, we include Rule of law, as the proxy for the quality of institutions in our regression. We obtain the data of the rule of law index from the World Bank’s Worldwide Governance Indicators (Kaufmann et al., 2010).

4. Model and estimation
4.1 Semiparametric model
We adopt a semiparametric model whereby the effect of market power on bank risk is posited to be flexibly nonlinear, as expressed by the following:

      (7)
where Riskijt denotes the level of risk-taking by bank i in country j in year t, which is measured by Z and Z_n; and f(market powerijt) represents a nonlinear smooth function for market power. bankcharijt, macrojt, regujt and othersjt, respectively, represents the control variables as introduced in Section 3.3-3.5 and their impacts are assumed to be linear. bi denotes a bank-specific time-invariant factor. In order to mitigate the problem of endogeneity, we use one-year lagged, rather than contemporary, observations for the index of market power and other bank characteristics.
      
4.2 Estimations with Bayesian inference
We apply Bayesian inference both to the stochastic frontier estimation of bank cost function and to the estimation of the semiparametric model of the market power-bank risk nexus.[footnoteRef:25] When we estimate the cost function, equations (1) and (2), we assume the prior distributions by following Griffin and Steel (2007) and Galán et al. (2014). The parameters in the frontier to be estimated are assigned a multivariate normal distribution: μ~ N (0, Σβ-1), where Σβ is a precision diagonal matrix with priors equal to 0.001 for all coefficients. The variance of the idiosyncratic error term is inverse gamma distributed with shape parameter a0 and scale parameter a1, where the priors of both parameters are also set at 0.001. As suggested by Griffin and Steel (2007), we set a prior standardized underlying mean for ui as ψ = ζλ-1/2 and a gamma prior for λ. In particular, p(ψ, λ) = 2Ф(ψ)φ(ψ)fG(λ|5,5ln2r*), where Ф(∙) and φ(∙) represent, respectively, the cumulative distribution function (CDF) and probability density function (PDF) of a standard normal distribution. fG (∙|a, b) is the PDF of a gamma distribution with shape parameter a and scale parameter b. We set r*, the prior median of the efficiency (van den Broeck et al., 1994), at 0.8 as in Griffin and Steel (2007).[footnoteRef:26] The prior distribution of , which captures the time effect on the bank inefficiency as specified in equation (2) in Sec. 3.1, is assigned a zero-mean normal distribution with variance 0.25.[footnoteRef:27] [25:  See Griffin and Steel (2007), Galán et al. (2014), Lang and Brezger (2004), and Brezger and Lang (2006) for rich details on the Bayesian inference for the stochastic frontier approach and the semiparametric estimation.]  [26:  We experiment by setting r* at different values, for example, 0.65 as used by some earlier related works (for example, Sarmiento and Galán (2014)). Our finding is only changed slightly by alternative values of r*.]  [27:  To change this prior does not affect our results qualitatively.] 

With respect to the estimation of the semiparametric model of equation (7), the predictor of bank risk can be expressed as  where f is the potentially nonlinear function for market power, and  represents the linear effects of the other covariates. We assume independent diffuse priors for parameters. We use Bayesian P-splines for x, which are developed by Lang and Brezger (2004). The unknown function f of covariate x is approximated by a polynomial spline of degree l, defined on a set of equally spaced knots xmin = ζ0 < ζ1 < … < ζk-1 < ζk = xmax within the domain of x. We write the spline as a linear combination of S(=k+l) B-spline basis functions Bs, that is,  where  is the vector of unknown coefficients to be estimated. Defining the n × S design matrix X at , where s = 1,…, S, i = 1,…, n,  we write the vectors of function evaluations  as the matrix product of the n × S design matrix X and the vector of parameters β, i.e., . And we present the predictor of the dependent variable in matrix notation as . As a common practice, we choose a cubic spline and follow the suggestion of Eilers and Marx (1996) by choosing the number of the equally spaced knots at 30.[footnoteRef:28] We use the second-order random walk prior for the coefficients β1,…, βS, i.e., βs =2βs-1⎻ βs-2+es. The general form of the prior β is given by [28:  A too small number of equally spaced knots may be not sufficiently flexible to capture the variation of the data, whereas a too large number of knots may likely overfit the data. Eilers and Marx (1996) suggest a moderately large number of equally spaced knots, for example, a number between 20 and 40. ] 


                       (8)
where K denotes the penalty matrix, to control the smoothness of the curve. The i.i.d. noise es is assumed to be normal distributed es ~ N(0, τ2), where the inverse gamma priors IG (a, b) for τ2 are also set at IG (0.001, 0.001).[footnoteRef:29] [29:  As documented by Brezger and Lang (2006), the estimation results may be sensitive to the choice of (a, b); we experiment by various alternatives, for instance (1, 0.0005), and find no remarkable difference in our results. ] 

We employ the Markov chain Monte Carlo (MCMC) simulation technique, in particular the Gibbs sampler, which conducts 20,000 iterations where the first 5,000 are discarded to mitigate the start-up effect.[footnoteRef:30] We apply a thinning equal to 4 to the Markov chain to reduce the dependence between successive simulated values. [30:  Our results change very mildly with a larger number of iterations and more discarded first draws. ] 

5. Results
5.1 Descriptive statistics
We report the definition of variables and the source of data in Table 1. We also report the main descriptive statistics of these variables. The Z-score of banks is distributed with the mean value of 3.458 and the standard deviation of 1.097. The fairly high standard deviation highlights a significant variation on the level of risk across banks. As expected, the mean value of the normalized Z-scores is about 0.5 since the range of this indicator is between 0 and 1. The standard deviation of the latter risk indicator is around 0.244, also implying a rather large heterogeneity on the relative risk status of banks across markets. 
Following the procedure which was introduced in Section 3.1, our estimation indicates the mean value of the adjusted Lerner index at 0.312 and the standard deviation at 0.153. Although not reported, market power varies across banks from -0.579 to 0.648. It is noted that approximately 3% of our observations are negative, which is interpreted as the banks with the most disadvantageous positions in market competition. Most of the variation in the adjusted Lerner index is found between banks rather than within banks over time.[footnoteRef:31] Banks also show regional heterogeneity as the adjusted Lerner index is found to be the highest in Asian emerging markets but relatively lower in Central and Eastern Europe, seemingly implying relatively lower competition in banks in emerging Asia than their counterparts in Central and Eastern Europe and Latin America.[footnoteRef:32] We observe that there is no evident trend for banks to converge in their market power, as the standard deviation of the adjusted Lerner index does not significantly decline over time in most countries. For the purpose of brevity, we present the mean and the standard deviation of banks’ market power for every three years in each market in Table 2.   [31:  The standard deviation of market power between banks is 0.138 whereas that within banks is 0.097. ]  [32:  The market power of banks in the Central and Eastern Europe declines during the post-2008 period, which is in line with Efthyvoulou and Yildirim (2014), whereas this pattern is not witnessed among Latin American and Asian banks. ] 

We also report the pairwise correlation coefficients between the key variables in Appendix Table A. The correlation between the Z-score and the adjusted Lerner index is positive and statistically significant. This fact seemingly points to higher stability when banks are characterized by greater market power, which is in line with the “competition-fragility” hypothesis. Legitimizing the joint inclusion of the variables in our model, we find that the Z-score is significantly correlated with the majority of our explanatory variables, as suggested by extant literature as the potential determinants of bank stability. Meanwhile, the control variables are not highly correlated with each other, reducing the potential concern on model parsimony and multicollenearity.
As expected, market power is found positively and significantly correlated with the size of banks, implying that large banks also own more conspicuous advantages in market competition. The estimated coefficient on market power hence can be interpreted as its isolated impact on bank stability with the bank size effect, in particular the impact of the “too-big-to-fail” perception on bank risk, having been controlled for.[footnoteRef:33]     [33:  Bank market power is positively correlated with liquidity. A likely explanation is that market power allows banks to hold more liquid assets since they do not have to “search for yield” by stretching resources to risky loans. It is interesting that market power is negatively correlated with the income diversification of banks, which may shed some light on the finding of Stiroh (2004) if the benefits of diversification are offset by the lower market power and thus lead to higher bank risk. Market power is negatively correlated with foreign bank ownership, likely attributed to their informational disadvantages in host markets and more severe agency problems (Chen et al., 2017).] 


5.2 The impact of market power on bank risk-taking
In order for comparison, we first investigate the impact of market power on bank risk-taking by estimating a fully parametric model. The posterior mean, standard deviation and the 95% credible region for the main parameters in our model are presented in Table 3. In Panel A, we include only the stand-alone term of market power in our model. As indicated, the coefficient on market power is positive and statistically significant, implying a positive association between market power and the stability of banks. In Panel B, we report the estimation results by adding to the model the quadratic term of market power. We find that the coefficient on market power is positive (2.456) while that on the quadratic term of market power is negative (-1.576), indicating an inverted-U shaped relationship between market power and the stability of banks. But as can be seen easily, this result implies that bank stability would increase with market power first, and decline only when the latter is greater than 0.779 (2.456/(1.576×2) ≈ 0.779), which has been even beyond the range of market power in our sample. Thus, the parametric model with a quadratic term of market power does not fit well with the observations and fails to shed light on the potential nonlinear impact of banks’ market power on their risk-taking.
We next estimate our semiparametric model, described by equation (7). The impact of market power on bank risk-taking is presented graphically in Figure 1. In Panel A, we first employ the Z-score as the dependent variable. The posterior means for the function of market power show a notable discrepancy from linearity, as banks’ stability increases with their market power first, but it becomes flat and even decreases as their market power reaches the level of approximately 0.456, which is about one standard deviation (0.153) higher than its mean value (0.312). For the majority of our estimates, the credible interval does not cover the value 0, suggesting that the posterior mean of the impact of market power on bank risk is significantly different from 0 and there is a 95% probability such that it lies in the estimated range. The DIC value of our semiparametric estimation is found to be 16007.663, which is lower than that of fully parametric estimations, respectively, 16103.485 and 16082.32. This result is interpreted as that the semiparametric model outperforms the parametric models by better fitting our data (Spiegelhalter et al., 2002).
This result can be interpreted twofold. The risk-taking of banks declines as they gain market power, probably due to the increased “charter value”, more greatly earned informational rent and better exploited economies of scale and scope. All these factors may counteract their incentive to take on excessive risk. However, as banks gain a predominant advantage in their market, the positive effect of market power on bank stability tends to weaken and bank risk begins to increase. This negative market power-bank risk nexus beyond a threshold level of market power is likely because of dulled market discipline, the aforementioned “quiet life” that reduces banks’ efficiency, or higher interest rates that exacerbate the problems of moral hazard and adverse selection.     
In addition, as stated earlier, we use the three components of Z-scores to explore the sources of the nonlinear “market power-bank risk” association. When using return on assets (ROA) as well as when using equity-to-assets ratio as the dependent variable, we find that—for the most part—banks’ profitability and capitalization increase with market power, suggesting a favorable effect of market power that enriches banks’ profits and reduces their leverage risk. Nevertheless, when using the standard deviation of ROA as the dependent variable, the result first suggests a decreasing effect of market power on the volatility of bank returns; however, this is reversed as market power progresses beyond 0.319, which is slightly above the mean value of market power in its distribution. This finding can be interpreted as evidence that banks with higher-than-peer market power likely allocate their resources less prudently, thus leading to a greater asset portfolio risk and offsetting the favorable effect of market power on bank profitability and capitalization.         
We alternatively use the normalized Z-score (Z_n) and its components as the dependent variable in our semiparametric model. The estimation results are found qualitatively consistent (Figure 1, Panel B). The relative stability of banks increases with their market power first but this association becomes dulled and even reversed afterward. The relative profitability and capitalization mostly increase with banks’ market power, while the relative volatility of bank returns first decreases but then increases with market power.[footnoteRef:34],[footnoteRef:35] [34:  We also experiment by constructing a relative Lerner index by following a method analogous to equation (6). This index reflects the relative market power owned by banks in comparison to their counterparts across countries. When using this relative Lerner in our estimation, we find consistent results with our baseline finding.  ]  [35:  We also find some interesting results with respect to the linear effects of the other covariates. Bank stability is found significantly increased with their efficiency, in line with Berger and De Young (1997) and many others, whereas income diversification seemingly reduces the stability of banks, consistent with the finding of Stiroh (2004). Foreign-owned and domestically state-owned banks have more risky profiles than their domestic private counterparts (Chen et al., 2017). We also find some evidence for the cyclicality of bank stability as it is bolstered amid higher GDP growth rate. Consistent with the increasing literature on the risk-taking channel of monetary policy, bank risk is found deteriorated when central banks conduct expansionary monetary policy (Borio and Zhu, 2012). Financial regulations are found relevant to the soundness of banks but in different directions. More stringent regulations on capital adequacy and market discipline strengthen the stability of banks, while stricter regulations on bank activity mix and the power of supervisory officials reduce it. These findings are consistent with many prior works such as Barth et al. (2004) and Laeven and Levine (2009).] 

Although we use the one-year lagged observations of the adjusted Lerner index in our estimation, the problem of endogeneity is likely only mildly ameliorated if banks’ risk-taking is serially correlated. We experiment by replacing the one-year lagged adjusted Lerner index with the three-year averaged adjusted Lerner index, i.e. the averaged value for the adjusted Lerner index in year t-1, t-2 and t-3, since it is much less likely that the current bank risk-taking level in year t could affect the market power of the bank over past three years, which addresses a possible endogeneity concern. We find our results are not qualitatively changed.[footnoteRef:36]     [36:  The results are available upon request.] 


5.3 Robustness tests
In this section we conduct a series of robustness tests. First, we use some different indicators for bank risk and report our results in Figure 2. In Panel A, we employ the Sharpe ratio, defined as banks’ return on equity (ROE) divided by its three-year rolling-over standard deviation, as the proxy of bank risk. We find qualitatively consistent evidence with our baseline finding. The Sharpe ratio mostly increases with market power but decreases after market power exceeds a certain level. We also use the components of the Sharpe ratio, i.e., ROE and the standard deviation of ROE, as the dependent variable and the results are presented in Panels B and C. Analogous to our results before, ROE mainly increases with banks’ market power, suggesting increased gains with their advantageous status in markets. The standard deviation of ROE, however, decreases first but increases afterward, interpreted as an increased portfolio risk which might be fueled by banks’ imprudence as their market power increases. We alternatively use the inversed loan loss provision ratio, defined as the volume of loan loss provision divided by gross loans, to measure the risk-taking of banks; the result is shown in Panel D. As more risky banks are more likely to increase their loan loss provision, a higher value in our indicator would suggest higher stability of the banks. We still find that bank stability increases with market power, but this association tends to be reversed as market power progresses.[footnoteRef:37]  [37:  The threshold of the adjusted Lerner index when the “market power-bank stability” association is reversed is witnessed at 0.518, 0.494 and 0.500, respectively, when using the Sharpe ratio, the standard deviation of ROE and the inversed loan loss provision ratio. These thresholds are relatively higher than those when using the Z-score as the proxy of bank risk. We also experiment by using the non-performing loan ratio as the indicator of bank risk-taking, and find that it decreases with banks’ market power. However, although we still observe that the marginal effect of market power on the non-performing loan ratio decreases, there is only weak evidence that their negative association is reversed as market power increases.  ] 

Second, we replace our dependent variable by a binary dummy that is equal to 1 if banks’ Z-score falls in the lowest 25 percentile of its distribution, otherwise equal to 0. We adopt the probit model, which also assumes a nonlinear smooth function for the effect of market power, to estimate the probability that banks’ riskiness is placed in the lowest zone. As presented in Figure 3, Panel A, the likelihood that the bank stability is in the lowest quartile at first decreases with banks’ market power, suggesting a salutary effect of market power to reduce the risk of banks again. However, the likelihood to be riskier then begins to grow as market power continues to increase, interpreted as an undesired outcome of augmented market power. We next construct binary dummies for banks’ ROA and equity-to-assets ratio when they are distributed in the lowest 25 percentile and use them as the dependent variable (Figure 2, Panel B and C). In line with our earlier findings, the likelihood for banks to have lower profitability and to have a higher leverage risk only shrinks with their market power. When we use the binary dummy for the standard deviation of ROA, which is set equal to 1 if the standard deviation of ROA is classified in the highest 25 percentile, as the dependent variable, we still find that the probability to have more volatile returns first decreases but later increases with banks’ market power, providing additional evidence for varying portfolio risk with banks’ market power. 
Third, we revise our model to a dynamic version by adding the one-year lagged dependent variable as a covariate, controlling for the persistence effect of bank risk. Presented in Figure 4, Panel A, the nexus between market power and banks’ Z-score is still found to be nonlinear, as the impact of market power tends to be notably weakened with its increment. Market power mostly increases the profitability of banks (Panel B), whereas we find no significant effect of market power on banks’ equity-to-assets ratio after the persistence effect of the latter is controlled for (Panel C). When using the standard deviation of ROA as the dependent variable, it still decreases first, but then increases with higher market power, providing supportive evidence for our baseline finding (Panel D).
Finally, as our parameters’ estimates as well as the calculated adjusted Lerner index may vary with different assumptions on the bank-specific inefficiency effect ui when applying stochastic frontier approach on the cost function, equations (1)-(2), we examine if our findings would be altered by assuming that ui follows an exponential distribution, other than a truncated normal distribution, as a common practice in prior literature (Griffin and Steel, 2007).[footnoteRef:38] As presented in Figure 5, we find very similar results as before, suggesting no significant impact of this assumption on the estimate of bank market power and our baseline results.         [38:  We also assume a half distribution for ui and find that our results are not changed significantly.] 


6. Conclusion
This paper examines the impact of banks’ market power on their risk-taking in emerging economies. Applying a semiparametric approach under the Bayesian framework to bank-level data in 35 emerging economies during the period of 2000-2014, we present consistent evidence for a varying association between a bank’s market power and its risk-taking, given heterogeneous levels of the former. We find that bank stability is bolstered with increasing market power, but this relationship tends to weaken and even reverse as banks’ market power grows further to the level which is higher than a threshold value. We also identify several channels for the nonlinear market power-bank risk association, including bank profitability, capitalization and the volatility of bank returns, in particular. The main findings of this paper shed light on both the “competition-fragility” and the “competition-stability” views: the former view works first, but the latter view kicks in when banks’ market power continues increasing and reaches a high level. 
Our finding has important policy implications; it is particularly relevant for emerging economies that traditionally aim for greater financial liberalization and banking competition as a target of their structural reforms. As market power affects bank risk heterogeneously, competition policy should also be customized on a per-country basis. In countries where the banking sector is considerably competitive, consolidations between small and medium size banks likely help them to gain greater market power and increase their chance of survival. In markets where concentration has been already very high, adequate competition should be encouraged by decision makers to avoid excessive risk-taking by banks with dominant market power. 
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Figure 1. The impact of market power on bank risk-taking
This graph presents the effect of banks’ market power on their risk-taking level. In Panel A, we first use the Z-score, as defined in equation (5), and then its three components, i.e., banks’ return on assets (ROA), equity-to-assets ratio and the standard deviation of ROA as the dependent variable. In Panel B we use the relative term of the above four variables, as introduced in equation (6), as the dependent variable. Shown are the posterior mean of the estimates and the 95% and 80% credible intervals.
	Panel A: The impact of banks’ market power on their risk-taking.

	(1) Z-scores
	(2) Return on assets (ROA)
	(3) Equity-to-assets ratio
	(4) Standard deviation of ROA
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	Panel B: The impact of banks’ market power on their risk-taking, measured in relative terms.

	(1) Z-scores in relative terms
	(2) Return on assets (ROA) in relative terms
	(3) Equity-to-assets ratio in relative terms
	(4) Standard deviation of ROA in relative terms
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Figure 2. Robustness tests: Alternative indicators of bank risk-taking
This graph depicts the estimation results of our semiparametric model estimation when replacing the original dependent variable by alternative indicators of bank risk-taking. We employ the Sharpe ratio, defined as the return on equity (ROE) divided by its standard deviation, in Panel A, and then use the two components of Sharpe ratio as the dependent variable in Panel B and C, respectively. In Panel D, the inversed loan loss provision ratio is adopted as another indicator of bank risk. Shown are the posterior mean of the estimates and the 95% and 80% credible intervals.
	Panel A: Sharpe ratio
	Panel B: Return on Equity (ROE)
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	Panel C: Standard deviation of ROE
	Panel D: The inverse of loan loss provision ratio
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Figure 3. Robustness tests: Semiparametric probit model
This graph depicts the estimation results of our semiparametric probit model. In panel A, B and C, we replace the dependent variable by a binary dummy that is equal to 1 when banks’ Z-score, return on assets (ROA) and the equity-to-assets ratio are located in their lowest 25 percentile. In panel D, the dependent variable is a binary dummy which is equal to 1 when the standard deviation of ROA is placed in the highest quartile of its distribution. Shown are the posterior mean of the estimates and the 95% and 80% credible intervals.
	Panel A: Z-scores
	Panel B: Return on assets (ROA)
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	Panel C: Equity-to-assets ratio
	Panel D: Standard deviation of ROA
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Figure 4. Robustness tests: Allowing for the persistence effect of bank risk-taking
This graph depicts the estimation results when we revise our model by allowing for the persistence effect of bank risk-taking. The one-year lagged dependent variable is included in our model as a covariate. We first use the Z-score as the dependent variable in Panel A and then its three components in Panel B, C and D, respectively. Shown are the posterior mean of the estimates and the 95% and 80% credible intervals.
	Panel A: Z-scores
	Panel B: Return on assets (ROA)
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	Panel C: Equity-to-assets ratio
	Panel D: Standard deviation of ROA
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Figure 5. Robustness tests: Assuming exponential distribution for banks-specific inefficiency effect ui
This graph depicts the estimation results of our model if we assume that the bank-specific inefficiency effect ui follows an exponential distribution, other than a truncated normal distribution, when we estimate the cost function (1)-(2). We first use the Z-score as the dependent variable and present the result in Panel A, and next replace the dependent variable by using the three components of Z-scores in Panel B, C and D, respectively. Shown are the posterior mean of the estimates and the 95% and 80% credible intervals.    
	Panel A: Z-scores
	Panel B: Return on assets (ROA)
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	Panel C: Equity-to-assets ratio
	Panel D: Standard deviation of ROA
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Table 1. The definition of variables and descriptive statistics
This table summarizes the definition of the main variables and reports the primary descriptive statistics, including the mean, the standard deviation and the median of the variables with annual observations for the period of 2000-2014.
	Variable
	Definition
	Data source
	Mean
	Std. dev.
	Median

	Bank risk
	
	
	
	
	

	Z
	Natural logarithm of Z-scores, i.e., ln[1+(ROAijt+EAijt)/σ(ROA)ijt]. ROA represents return on assets, EA the equity-to-assets ratio and σ(ROA) the standard deviation of return on assets. A higher score suggests a lower probability of bank insolvency, or alternatively speaking, a higher degree of financial stability.
	Bankscope and authors’ own calculation
	3.458
	1.097
	3.473

	Z_n
	Normalized Z-scores by using [Zijt – min(Z)jt]/[max(Z)jt – min(Z)jt] where min and max represent respectively the minimum and maximum of Z-scores in each market in each period. A higher score denotes a higher stability/lower risk of the bank relative to its counterparts across markets.
	Bankscope and authors’ own calculation
	.500
	.244
	.494

	Bank features
	
	
	
	
	

	Market power
	The adjusted Lerner index, constructed by following Koetter et al. (2012). A higher value in this index suggests a greater market power owned by the bank.
	Bankscope and authors’ own calculation
	.312
	.153
	.320

	Size
	Bank assets as a share of the total assets of the banking sector.
	Bankscope and authors’ own calculation
	.043
	.067
	.016

	Liquidity
	The ratio of liquid assets to total assets.
	Bankscope and authors’ own calculation
	.246
	.158
	.209

	Efficiency
	The time-varying indicator of bank efficiency, calculated by following Battese and Coelli (1992). A higher value in this indicator suggests a higher efficiency of the bank.
	Bankscope and authors’ own calculation
	.686
	.124
	.693

	Income diversification
	The ratio of non-interest income to total operating income.	
	Bankscope and authors’ own calculation
	.323
	.174
	.307

	Funding diversification
	Non-deposit short-term funding as a share of the total short-term funding.
	Bankscope and authors’ own calculation
	.103
	.111
	.066

	Foreign
	A dummy that is equal to 1 if more than 50% of capital is owned by foreign banks, individuals, corporations or other organizations.
	Chen et al. (2017)
	.423
	.494
	0

	State
	A dummy that is equal to 1 if more than 50% of capital is owned by domestic governments, state-owned enterprises and institutes.
	Chen et al. (2017)
	.131
	.338
	0

	Macroeconomic condition
	
	
	
	

	GDP growth rate
	The cyclical part in Hodrick-Prescott filtered real GDP growth rate (%).
	International Financial Statistics and authors’ own calculation
	-.067
	3.101
	.185

	Inflation rate
	The cyclical part in Hodrick-Prescott filtered inflation rate (%).
	International Financial Statistics and authors’ own calculation
	-.006
	5.736
	.132

	Monetary policy
	The first-order difference of short-term interest rates (%). 
	International Financial Statistics and authors’ own calculation
	-.275
	3.529
	-.078

	Crisis
	A dummy equal to 1 for the periods of banking crisis, exchange rate crisis or sovereign debt default in a country, 0 for other periods.
	Laeven and Valencia (2013)
	.189
	.391
	0

	Financial regulation
	
	
	
	

	Activity
	Index of activity regulatory stringency. A higher score suggests more stringent regulations on the scope of banks’ business operation.
	Barth et al. (2004, 2008, 2013) and authors’ own calculation
	7.543
	2.140
	8.000

	Capital
	Index of capital regulatory stringency. A higher score suggests more stringent regulations on banks’ overall and initial capital.
	Barth et al. (2004, 2008, 2013) and authors’ own calculation
	6.015
	1.802
	6.000

	Supervisory power
	Index of supervisory power. The score in this index is higher when supervisory agencies are authorized more oversight power.
	Barth et al. (2004, 2008, 2013) and authors’ own calculation
	11.516
	1.691
	11.000

	Market discipline
	Index of the private monitor strength. A higher value denotes a higher private monitoring force.
	Barth et al. (2004, 2008, 2013) and authors’ own calculation
	6.380
	.968
	6.000

	Others
	
	
	
	
	

	HHI
	Herfindahl-Hirschman Index, defined as the sum of the squared shares of bank assets to total banking sector assets (%) within a given country in a year.
	Bankscope and authors’ own calculation
	11.960
	6.145
	10.447

	Deposit insurance
	A composite index to reflect the strength of deposit insurance schemes. 
	Demirgüç-Kunt et al., (2013) and authors’ own calculation
	7.010
	4.236
	7.000

	Financial depth
	Aggregate deposits as a share of GDP (%).
	International Financial Statistics and authors’ own calculation
	69.608
	62.740
	50.831

	Rule of law
	The Rule of Law sub-index in World Bank’s Worldwide Governance Indicators (WGI). 
	World Bank’s WGI
	-.089
	.666
	-.201




Table 2. Market power of banks in emerging economies, 2000-2014
This table reports the mean and the standard deviation of market power of the commercial banks in sampled emerging economies. For the purpose of brevity, we present the results for every three years during the period of 2000-2014. The first figure is the mean and in the bracket is the standard deviation of the adjusted Lerner index.
	
	2000-2002
	2003-2005
	2006-2008
	2009-2011
	2012-2014
	All-years average

	Eastern and Central Europe
	
	
	
	
	

	Albania
	
	.180 (.295)
	.215 (.237)
	.171 (.202)
	.159 (.200)
	.182 (.227)

	Belarus
	.343 (.104)
	.302 (.175)
	.297 (.186)
	.262 (.243)
	.255 (.174)
	.307 (.169)

	Bulgaria
	.319 (.123)
	.343 (.111)
	.348 (.131)
	.225 (.200)
	.197 (.171)
	.288 (.161)

	Croatia
	.293 (.117)
	.312 (.113)
	.281 (.142)
	.177 (.210)
	.146 (.181)
	.238 (.173)

	Czech
	.285 (.155)
	.344 (.123)
	.346 (.148)
	.370 (.220)
	.360 (.232)
	.336 (.174)

	Estonia
	.246 (.171)
	.295 (.211)
	.352 (.184)
	.312 (.155)
	.384 (.141)
	.315 (.178)

	Hungary
	.293 (.087)
	.362 (.108)
	.301 (.155)
	.149 (.239)
	.121 (.254)
	.225 (.212)

	Latvia
	.334 (.183)
	.394 (.102)
	.332 (.150)
	.159 (.230)
	.322 (.166)
	.317 (.180)

	Macedonia
	.368 (.113)
	.416 (.169)
	.345 (.204)
	.133 (.203)
	.142 (.239)
	.270 (.226)

	Moldova
	.411 (.083)
	.391 (.109)
	.397 (.100)
	.238 (.174)
	.226 (.183)
	.326 (.161)

	Poland
	.248 (.106)
	.288 (.127)
	.304 (.145)
	.271 (.201)
	.303 (.147)
	.281 (.149)

	Romania
	.289 (.177)
	.256 (.179)
	.252 (.157)
	.176 (.155)
	.021 (.229)
	.209 (.198)

	Slovakia
	.314 (.085)
	.326 (.080)
	.306 (.148)
	.248 (.217)
	.307 (.153)
	.300 (.149)

	Slovenia
	.299 (.097)
	.276 (.110)
	.301 (.117)
	.154 (.234)
	.157 (.167)
	.245 (.166)

	Ukraine
	.214 (.141)
	.282 (.127)
	.249 (.159)
	.129 (.221)
	.141 (.195)
	.207 (.183)

	Regional average
	.292 (.137)
	.314 (.143)
	.305 (.156)
	.200 (.218)
	.202 (.211)
	.263 (.184)

	Latin America
	
	
	
	
	

	Argentina
	.224 (.173)
	.253 (.279)
	.391 (.126)
	.378 (.126)
	.352 (.123)
	.322 (.178)

	Bolivia
	.153 (.141)
	.222 (.127)
	.331 (.097)
	.343 (.056)
	.336 (.080)
	.272 (.131)

	Brazil
	.281 (.131)
	.322 (.131)
	.292 (.157)
	.282 (.168)
	.225 (.167)
	.276 (.155)

	Chile
	.307 (.076)
	.337 (.094)
	.278 (.109)
	.309 (.144)
	.292 (.106)
	.304 (.108)

	Colombia
	.221 (.135)
	.333 (.131)
	.330 (.107)
	.337 (.200)
	.348 (.131)
	.308 (.150)

	Mexico
	.159 (.177)
	.268 (.138)
	.294 (.109)
	.294 (.145)
	.301 (.172)
	.263 (.165)

	Paraguay
	.200 (.061)
	.202 (.052)
	.240 (.059)
	.234 (.064)
	.331 (.081)
	.240 (.080)

	Peru
	.226 (.112)
	.324 (.156)
	.352 (.199)
	.356 (.182)
	.377 (.119)
	.326 (.163)

	Uruguay
	.190 (.048)
	.045 (.294)
	.388 (.088)
	.232 (.192)
	.269 (.118)
	.239 (.159)

	Venezuela
	.347 (.138)
	.434 (.096)
	.393 (.102)
	.376 (.093)
	.416 (.106)
	.391 (.117)

	Regional average
	.250 (.144)
	.314 (.166)
	.320 (.135)
	.316 (.158)
	.313 (.147)
	.300 (.152)

	Asia
	
	
	
	
	
	

	China
	.328 (.074)
	.360 (.095)
	.404 (.111)
	.457 (.102)
	.416 (.109)
	.416 (.110)

	Hong Kong, SAR
	
	.450 (.138)
	.381 (.157)
	.459 (.097)
	.477 (.069)
	.432 (.130)

	India
	.252 (.099)
	.285 (.143)
	.308 (.089)
	.295 (.092)
	.266 (.112)
	.281 (.111)

	Indonesia
	.273 (.168)
	.352 (.125)
	.319 (.133)
	.311 (.152)
	.322 (.147)
	.316 (.147)

	Korea
	.121 (.240)
	.288 (.101)
	.284 (.091)
	.333 (.093)
	.304 (.050)
	.291 (.120)

	Malaysia
	.392 (.105)
	.427 (.135)
	.397 (.127)
	.447 (.087)
	.396 (.112)
	.411 (.116)

	Pakistan
	
	
	.184 (.274)
	.211 (.246)
	.250 (.193)
	.229 (.232)

	Philippines
	.220 (.140)
	.300 (.157)
	.320 (.132)
	.394 (.084)
	.417 (.102)
	.337 (.140)

	Singapore
	.437 (.126)
	.459 (.134)
	.369 (.165)
	.414 (.168)
	.436 (.131)
	.418 (.148)

	Vietnam
	.258 (.135)
	.306 (.097)
	.318 (.099)
	.282 (.109)
	.254 (.096)
	.284 (.107)

	Regional average
	.286 (.143)
	.343 (.139)
	.345 (.136)
	.367 (.148)
	.349 (.139)
	.344 (.143)




Table 3. Parametric results
This table reports the distribution of the coefficient estimates when we assume our model to be fully parametric. The dependent variable is the Z-score, which reflects the risk-taking level of banks. Market power is the adjusted Lerner index, and Market power 2 is the squared adjusted Lerner index. Size is the ratio of bank assets to the banking sector total assets, indicating the relative size of each bank. Liquidity is a bank’s liquid assets as a share of its total assets. Efficiency is the indicator of banks’ cost efficiency, as constructed by following Battese and Coelli (1992). Income diversification is the ratio of non-interest income to total operating income. Funding diversification is the ratio of non-deposit short-term funding to total short-term funding. Foreign is a dummy variable that is equal to 1 for foreign-owned banks and 0 otherwise, and State a dummy for the domestically state-owned banks. GDP growth rate is the cyclical components of Hodrick-Prescott filtered growth rate of real GDP, suggesting the extent by which the GDP growth rate is deviant from its long-term trend. Inflation rate denotes the cyclical components of Hodrick-Prescott filtered inflation rate. Monetary policy is the first order difference of the short-term interest rate. Crisis is a dummy variable equal to 1 if a country experiences any of a banking crisis, exchange rate crisis or sovereign debt crisis, and 0 otherwise. Among the regulatory variables, Activity reflects the strictness of the restriction on banks’ activity mix, Capital proxies the capital regulatory stringency, Supervisory power measures the authority owned by supervisory officials, and Market discipline is the strength of private monitor. HHI, i.e. the Herfindahl-Hirschman Index, suggests the banking market structure in sampled economies. Deposit insurance is a composite index representing the strength of the deposit insurance systems. Financial depth is aggregate deposits as a share of GDP. Rule of law is the rule of law index from the World Bank’s Worldwide Governance Indicators. We also control for the year specific and bank specific effects. DIC denotes the deviance information criterion of the model. 
	Dependent variable: Z
	
	
	
	
	
	
	
	
	
	
	

	
	Panel A: Stand-alone term of market power
	
	Panel B: Quadratic term of market power

	
	Mean
	Std. dev.
	2.5%
	Median
	97.5%
	
	Mean
	Std. dev.
	2.5%
	Median
	97.5%

	Market power
	1.887
	.086
	1.718
	1.887
	2.059
	
	2.456
	.122
	2.206
	2.457
	2.696

	Market power 2
	
	
	
	
	
	
	-1.576
	.238
	-2.027
	-1.577
	-1.106

	Bank characteristics
	
	
	
	
	
	
	
	
	
	
	

	Size
	.614
	.271
	.085
	.611
	1.144
	
	.769
	.272
	.235
	.773
	1.296

	Liquidity
	- .161
	.092
	- .343
	- .160
	.016
	
	-.112
	.093
	-.291
	-.112
	.068

	Efficiency
	.998
	.199
	.609
	1.001
	1.392
	
	1.036
	.198
	.643
	1.038
	1.411

	Income diversification
	- .372
	.083
	- .534
	- .372
	- .204
	
	-.371
	.083
	-.533
	-.371
	-.208

	Funding diversification
	- .270
	.128
	- .518
	- .272
	- .020
	
	-.225
	.125
	-.479
	-.225
	.020

	Foreign
	- .135
	.035
	- .205
	- .134
	- .067
	
	-.127
	.035
	-.195
	-.127
	-.057

	State
	- .082
	.054
	- .190
	- .082
	.023
	
	-.093
	.055
	-.202
	-.094
	.015

	Macroeconomic condition
	
	
	
	
	
	
	
	
	

	GDP growth rate
	.019
	.004
	.010
	.019
	.027
	
	.020
	.004
	.012
	.020
	.029

	Inflation rate
	- .010
	.002
	- .014
	- .010
	- .006
	
	-.010
	.002
	-.014
	-.010
	-.006

	Monetary policy
	.010
	.003
	.003
	.010
	.016
	
	.010
	.003
	.003
	.010
	.016

	Crisis
	- .147
	.062
	- .271
	- .148
	- .025
	
	-.155
	.061
	-.276
	-.157
	-.033

	Financial regulation
	
	
	
	
	
	
	
	
	
	
	

	Activity
	- .048
	.008
	- .066
	- .048
	- .031
	
	-.048
	.008
	-.065
	-.048
	-.031

	Capital
	.029
	.008
	.011
	.029
	.047
	
	.029
	.009
	.011
	.029
	.047

	Supervisory power
	- .038
	.010
	-.059
	- .037
	- .018
	
	-.041
	.010
	-.061
	-.041
	-.021

	Market discipline
	.062
	.017
	.027
	.062
	.096
	
	.055
	.017
	.020
	.055
	.089

	Others
	
	
	
	
	
	
	
	
	
	
	

	HHI
	- .003
	.005
	- .014
	- .003
	.007
	
	-.005
	.005
	-.017
	-.005
	.005

	Deposit insurance
	- .037
	.020
	- .080
	- .036
	.000
	
	-.046
	.020
	-.085
	-.046
	-.006

	Financial depth
	.004
	.001
	.002
	.004
	.007
	
	.004
	.001
	.002
	.004
	.007

	Rule of law
	.113
	.092
	- .070
	.114
	.287
	
	.111
	.087
	-.068
	.113
	.280

	Year specific effect
	Yes
	
	Yes

	Bank specific effect
	Yes
	
	Yes

	Observations (banks):
	6603 (1045)
	
	6603 (1045)

	DIC:
	16103.485
	
	16082.32




Appendix Table A. Pairwise correlation
This table reports the pairwise correlation coefficients of the main variables. The figures in bold form denote the correlation coefficients with the significance level lower than 10%. 
	
	Z-score
	Market power
	Size
	Liquidity
	Efficiency
	Income diversification
	Funding diversification
	Foreign
	State
	GDP growth rate
	Inflation rate
	Monetary policy
	Crisis
	Activity
	Capital
	Supervisory power
	Market discipline
	HHI
	Deposit insurance
	Financial depth
	Rule of law

	Z-score
	1
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Market power
	.190
	1
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Size
	.008
	.172
	1
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Liquidity
	- .064
	.126
	- .025
	1
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Efficiency
	.035
	- .010
	.029
	.157
	1
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Income diversification
	- .107
	- .056
	.090
	.160
	- .018
	1
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Funding diversification
	- .026
	- .005
	.001
	- .020
	- .100
	.035
	1
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Foreign
	- .070
	- .056
	.080
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